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OPTIMIZATION OF MACHINE TRANSLATION MODEL
BASED ON DBOA-BP NEURAL NETWORK

Limin HANY", Hong GAO?, Rongjie ZHAI®

To enhance the translation quality of neural machine translation (NMT), a
developed butterfly optimization algorithm (DBOA) and back propagation (BP)
neural network were applied to optimize the dropout and Learning_data parameters
in the machine translation model. Then, a neural machine translation model was
built based on sequence-to-sequence (Seq2Seq) model with attention mechanism,
and the training data of BP neural network was obtained after many times of
training. Meanwhile, the key parameters of the neural network translation model
were optimized by DBOA, which was mainly improved by two strategies: changing
weights dynamically and adjusting switch coefficients of searching mode
dynamically. With the Bleu value as the fitness value, DBOA was combined with the
BP neural network to optimize the dropout and Learning_data parameters in the
NMT model to achieve the theoretical optimal Bleu value. The dropout values and
Learning_data solved by the algorithm were substituted into the NMT model to get
the true Bleu value, which was approximately the same as the predicted value. Thus,
the parameters of dropout and Learning_data in the neural translation model were
effectively optimized, so the translation quality was developed to a certain extent.

Keywords: BP neural network; Seq2Seq model; Butterfly optimization algorithm;
Algorithm improvement; Neural machine translation

1. Introduction

Further study of computer technology provides a good platform for neural
machine translation (NMT) technology. For more efficient international
communication, many scholars have conducted deep research on machine
translation and made some scientific achievements. For example, some scholars
have built machine translation models from different angles. Tezcan expanded the
calculation range of machine translation indexes and established a fuzzy machine
translation model, which achieved good results [1]. Kumar studied the key
problems in eliminating ambiguity of word sense in order to improve the
expressing ability of captured semantic texts [2]. To solve the machine translation
problem, a new sequence-to-sequence (Seq2Seq) advanced training approach was
proposed and proved to be efficient by experiments [3]. At present, a processing
method of sub-word segmentation based on data compression algorithm was
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proposed, which effectively improved the training level of NMT model [4].
Maimaiti studied the paradigm with few data source and transfer learning method
with an aim to enhance the poor quality of NMT due to lack of data [5]. To sum
up, the major problem of machine translation lies in that the input sequence is not
equal to the output one. Therefore, in this study, the Seq2Seq model was adopted,
because it was very suitable for solving this kind of problem. In addition, attention
mechanism could effectively reduce the limitation of Seq2Seq model in long
sentences’ translation.

At the moment, the research on NMT model has been conducted widely,
but the translation quality is still limited by model parameters, model organization
and word processing. Therefore, some scholars have developed their proposed
machine translation model by different methods in terms of parameters, principles
and mechanisms. To tackle the inability of English-Chinese translation software
to appreciate and understand sentence features, a semantic block processing
method was proposed, whose open test showed that the success rate of semantic
pattern corpus model matching became higher [6]. Moreover, some scholars have
studied different text recognition methods to improve the translation quality of
machine translation models [7]. Some scholars have also studied linguistic
features of different orders and proposed a denoising and self-encoding method to
improve translation quality [8]. At present, NMT model parameters are mainly
from researchers’ rich experience, so the model cannot achieve good enough
translation effect. Although optimization algorithms have presented stable and
excellent solving ability in parameter setting, there is little research on setting
NMT model parameters by optimization algorithm, leaving much room for future
research. If model parameters are optimized by an optimization algorithm and
back propagation (BP) neural network, translation quality of NMT models will be
greatly improved. The butterfly optimization algorithm (BOA), with strong search
ability and high accuracy, was proposed in 2015 [9]. Given that BOA is easily
affected by local optimal solution in problems solving process, this study develops
its solving ability through optimizing algorithm searching method and adding the
adaptive variable weight. Moreover, reliability and effectiveness of the developed
butterfly optimization algorithm (DBOA) is verified through comparing it with
other optimization algorithms. To sum up, with an aim to enhance translation
quality of NMT model, this study optimizes key parameters by DBOA. Finally, it
is proved that parameters optimized by DBOA-BP neural network can effectively
improve the translation accuracy of NMT model.

This paper mainly includes three parts. In the second part, the NMT model
was established based on the Seq2Seq with the attention mechanism. In the third
part, two improvement strategies for BOA were proposed; in the fourth part,
parameters of the NMT model were optimized by combining the DBOA and BP
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neural network models. Finally, the study results were sorted out, effectiveness of
the algorithm improvement and optimization of NMT parameters were illustrated.

2. Machine Translation Model
2.1 Translation Model based on Seq2Seq

Seq2Seq is a model of generating a sequence based on another sequence,
which involves two processes: understanding the previous sequence and
generating a new sequence from the understood content [10]. Seq2Seq is very
suitable for models with uncertain output length, such as the model in Fig. 1, in
which the input length of Chinese sentences is 4, and the output length of English
sentences is 3. Specifically, the network structure outputs an English sequence
according to the given Chinese sequence sequentially. The results output first will
affect those output later.

l
E] love youl
Fig. 1. Schematic diagram of Seq2Seq

Seq2Seq mainly includes two parts, Encoder and Decoder, namely two
cyclic neural networks. The Encoder receives the input information at the initial
moment, and extracts features of a word in the input Chinese sentence. After a
few moments, all the words will be compressed into the hidden state of the
Encoder and form a transition vector c. The final output features of the Encoder
are decoded by the Decoder to generate the target language, in which the target
words are generated sequentially, so the model adopts the real target text during
training. The learning goal of the model training is to build the correct mapping
between input and target sequence, as well as reducing neural network loss by
regularly updating parameters in the training process.

The attention mechanism makes it possible for the Decoder to “focus” on
different parts of encoder output for each step of its own output. Firstly, a group
of attention weights are calculated and multiplied by the encoder output vector to
realize weighting and generate attention vector. Then, this attention vector is
spliced with the Decoder’s current input as Gate Recurrent Unit (GRU) input. The
introduction of attention mechanism can refer to the hidden state of coding at all
times to effectively improve translation quality.
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As Chinese sentences cannot be segmented by spaces in pre-processing
process, jieba, a Python-based Chinese word splitting open-source project, is
applied. It can operate word segmentation, lexical annotation and keyword
extraction for Chinese texts with high reliability and versatility. Therefore, it can
segment Chinese utterances very well. By contrast, English words are separated
by spaces. Therefore, in processing process, English corpus can be divided into
sequences by inserting spaces between punctuation marks and the previous word.

Data of corpus is shown in Table 1. The corpus contains 56,000 pairs of
everyday phrases, with a total of more than 1400,000 characters. The corpus also
contains some sentences commonly used in daily life.

Table 1
Data of corpus
Data Value
Training data 50346 pairs
Validation data 2000 pairs
Test data 3000 pairs
Length range of Chinese sentences 1-43 words
Length range of English sentences 1-34 words

2.2 Testing Standard

Kishore Papineni once proposed a new method to calculate the evaluation
of machine translation in his paper [11]. The modified n-gram precision approach
relies primarily on calculating the number of words presented in the reference
translation in actual translated sentences. Assuming that the i-th word in actual
translation exists in reference translation, the number of R; appearing in actual
translation is Vi in reference translated sentence. Then, the calculated number of
the i-th word is Ci, which is calculated as follows:

C, =min(R,,V)) (1)
Then, the coincidence degree P, of a single actual translated sentence
relative to a single reference translated sentence is

>c
— il

B max(c,r)

O @
Where,
¢ = the total number of words in a single actual translated sentence;
r = the total number of words in a single reference translated sentence;
m = the total number of words in actual translated sentence that coincide with
reference translated sentence.

The correction accuracy fraction P, for one translation target relative to the
n reference translated sentences is solved as follows:
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Where ri is a word sum in the i-th reference translation sentence for a certain

target sentence.
Bleu is calculated as follows:

(Q_w log py;) 4)
Bleu = B.e
Where,

Br = the penalty required for calculation;
wii = a positive weight and sum of weights is 1.

1 i C > Zn: I,

in:l in:]. (5)

e(1—r/c) Z Ci < Z r|
i=1 i=1

3. Improvement of Butterfly Optimization Algorithm
3.1 Butterfly Optimization Algorithm

B, =

Butterfly optimization algorithm, proposed in 2015, was adopted in this
paper for its advantages in optimizing parameters in machine translation model to
achieve a better Bleu value. Butterfly population mainly depends on scent
produced by butterflies for foraging. The scent of a butterfly will be stronger
when it is in a better place, so that surrounding butterflies will approach it. This is
the global search of butterfly population. When a butterfly does not find any
individual with a stronger scent than itself, it will move away immediately. This
process is a local search.

The BOA was calculated in 3 stages in the following way: (1) stage of
setting the initial parameters of butterfly population and initializing the
population; (2) stage of updating the individual position of butterfly population
and searching the population collectively; and (3) stage of outputting the optimal
position and optimal solution when the target conditions are met. The initial
parameters of BOA are mainly the number of butterfly population and individual
butterfly position. The scent of each butterfly is calculated via Equation (6)

f=cl® (6)

Where,
f = the scent of butterflies;
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¢ = the sensory coefficient of butterflies;
| = the stimulus intensity, related to fitness value;
a = the power exponent.

After the initial butterfly population is initialized, the scent of each initial
butterfly can be obtained according to Equation (6), and local and global search
can be carried out based on the scent information. g* is used to indicate the
position of the initial butterfly population with the strongest scent, i.e. the optimal
position. During the global search process, each butterfly performs position
transformation by taking the optimal position as a reference, as is expressed in
Equation (7).

Xt=x+(rxg —x)xf )
i i 1 i i
Where,
xi' = position of the i-th butterfly in the i-th iteration;
r1=arandom parameter for butterfly position update.

In the local search process, each butterfly randomly updates its position by
referring to that of a nearby butterfly, as is expressed in Equation (8).

t+1 t 2 t t
X=X (XX =X ) x | (8)

Where, x' and x respectively represent the k-th butterfly and the j-th butterfly
randomly selected in the solution set. r2 is the random parameter for butterfly
position updating.

In position updating process, each butterfly can select only one search
method of position updating in each generation. In BOA, a judgment coefficient p
is set and a random number is generated to compare with p before position
updating of each butterfly. Different updating methods are adopted according to
the comparison results.

3.2 BOA Improvement through Changing Weight Dynamically

The BOA will have a poor solution accuracy when there are multiple local
optimal solutions, so the nonlinear adaptive inertial weight is adopted to improve
it to solve the local optimal values problem. Furthermore, the adopted inertial
weight is designed based on the power function.

w=((max_iter +1—i)/(0.25max_iter)) (©)

As is shown in the Fig. 2, the weight dynamically changes along with
iterations number increasing and keeps low in the early stage, which prevents
individual movement falling into local optimum in the early stage due to
excessive influence of optimal solution. However, the weight is greatly developed
in the middle and late stage to improve the convergence speed of the population.
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0 20 40 60 80 100
iteration
Fig. 2. Curve of dynamically changing weight with iterations

A new global search equation is obtained by transforming the original
position updating equation of BOA.
t+1 t 2 * t
X=X +w(r"xg —x)xf (10)
t+
1

1
X t

1 2 ot t
=X +W(r,"xX; =X )x f, (11)
3.3 BOA Improvement through Adjusting Switch Coefficients of

Searching Mode Dynamically

In BOA calculation process, the position updating mode is often chosen by
a fixed judgment coefficient p, which will limit its solving ability. Hence, the
variable judgment parameters are used instead. In the first three-fifths of the
calculation, the initial value of the judgment coefficient is around 0.5, which will
make half of the butterfly individuals adopt global search and another half adopt
local search to promote population diversity. As iterations number increases, more
and more individuals will adopt global search, and the judgment coefficient will
suddenly turn to 0.9 when it reaches three fifths of total iteration times to ensure

the convergence accuracy of the population.
p=05+(1/(40max_iter)) O<i<0.6max_iter b
p=0.9 0.6max_iter <i 12

The flow chart of DBOA is shown in Fig. 3.
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| Parameter initialization settings of DBOA |

[

Initialize the population and calculate the fitness value of
each solution

Calculate the concentration of scent produced
by each individual butterfly

The dynamic judgment coefficient p and the
adaptive weights w were calculated

N
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Y

| Local search according to equation (11)

Global search according to
equation (10)
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I
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Output the fitness value and position
of the optimal solution

End

Fig. 3. Flow chart of DBOA
3.4 Verification of Optimization Effect of DBOA

Six test functions were used to compare solving abilities of the gray wolf
optimization (GWO) algorithm, BOA and DBOA. Detailed information of the six
benchmark functions is shown in Table 2.

Table 2
Benchmark functions used in this study.
Function V_no Range Frnin
FRO)=>"" %’ 30 [-100,100] 0
n n
R0 =[x+ [.I%] 30 [-10,10] 0
30 [-30,30] 0

F,(x)=>"" [x —10cos(27x)+10] 30 [-5125.12] O
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00 = > 1100(x, , — X2)? + (%, —1)°]

F. (x) = —20exp(-0.2 /%Z?=1X2 )—

e(% D" cos(2zx))+2+exp(l)

30 [-32,32] 0

1 n n X
F(X)=—Y)  x*—J1 cos(=£)+1 30 600,600 0
s(0 =005 2 X 1. cos( ﬁ) [ ]

The six functions used in the test are classified into unimodal and
multimodal functions to examine solving ability of the optimization algorithm
from different angles. The solving abilities, accuracy and speed of three
optimization algorithms can be compared through solving unimodal functions.
Meanwhile, abilities of jumping out of local optimum solution can be measured
through solving multimodal functions.

The iterative curves of the three algorithms results are shown in Fig. 4.
The results show that BOA significantly outperforms GWO algorithm in solving
different benchmark functions. The BOA improvement is also effective, but the
DBOA shows faster convergence speed and accuracy in different function solving
processes. To verify the reliability of algorithm improving strategy, the above
functions were solved several times in this test. The reliability of the developed
algorithm was evaluated by calculating the average and standard deviation of 30
solutions. Those calculation results are presented in Table 3. Table 3 shows that
the solution ability of the DBOA is obviously superior. The comparison of the
average solution shows that DBOA keeps the solution accuracy much higher than
the other two algorithms. The comparison of the standard deviation of the solution
results shows that DBOA generally guarantees a more stable solution ability.

4. Parameters Setting and Simulation Experiment of DBOA-based
Model

The parameters of machine translation algorithm determine translation
quality. In this paper, two parameters, dropout and Learning_data, with great
influence on translation quality, are set. The DBOA is combined with BP neural
network by Matlab to calculate the optimal values of dropout and Learning_data.

The BP neural network is a functional model to show the relationship
between input and output on the basis of training parameters. The predicted value
can be obtained by importing the test data into the model. A difference is obtained
by comparing it with the corresponding actual values in the test data. The
established function model adjusts the weight parameter according to the
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difference to reduce the error. A suitable set of parameters is found through
multiple loop iterations, and a complex function is fitted. The BP neural network

map is displayed in Fig. 5.
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Fig. 4. Iterative curves of solution result of test function: (a) convergence curve of benchmark
function F1; (b) convergence curve of benchmark function F2; (c) convergence curve of
benchmark function F3; (d) convergence curve of benchmark function F4; (e) convergence curve
of benchmark function F5; (f) convergence curve of benchmark function F6.
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Average and standard deviation of multiple solutions of test function reles
GWO BOA DBOA

F ave std ave std ave std
F1 0.024549 0.01265 2.5342e-05 2.1011e-06 3.328e-09  2.6914e-10
F2 0.035982 0.0094249 1.049¢e—-03  1.600e—04 3.1634e-09  2.3749e-09
F3 0.030325 0.0084217 0.0098781  0.0026595 0.0021154  0.0011573
F4 43.5377 9.4449 54.0239 75.455 1.972%-09  8.4558e-10
F5 0.03871 0.011424 0.0014128  8.5922e-05 7.6613e-07  5.8055e-08
F6 0.14178 0.064764 8.5223e-05 8.4902e-06 4.1798e-09  5.8768e-10

A neural network is actually a function from an input vector to an output
vector, as is shown in Equation (13).

y = fnetwork (X) (13)
Where,
y = the output vector;
x = the input vector;
fremork = the neural network function.

As shown in Fig. 6, during the neural network training process, values in
the input vector are firstly assigned to the corresponding computational units in
the input layer. The value of each computational cell in each layer can be
calculated according to the formula mentioned in reference [12]. Finally, the
output vector y is obtained by integrating value yi of each computational unit into
the output layer.

True value
Initializing the weight
matrix

Neural network Predicted Loss function
inii Inputti training (weight : X
Training data g (weig calculation

matrix)

[

Input layer Output layer

. . Error back propagation ) hg
modifying weight matrix Hidden layer

Fig. 5. Schematic diagram of BP neural network Fig. 6. Topology diagram of neural network

In Fig. 6, xi is the input cell, wi is the weight between node i and node j, h;
is the output value of each cell in the hidden layer, and yi is the output cell. For BP
neural network, the error term of each node should also be calculated. The training
samples were set to (x, d), in which x was an eigenvalue and d was a target value
of the training samples.
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First, this experiment needs to train the Seq2Seqg-based machine
translation model, and the required experimental environment is shown in Table 4.
The deep learning framework used in this experiment is Pytorch 1.7.1, and the
jieba version is 0.42.1. This experiment aims to continue to build the model in the
framework of Pytorch 1.7.1 and use GPU to accelerate the model training in
Windows 10 environment, so as to conduct the translation experiment. In the
Seq2Seq model, the dimensions number of the hidden units of the Encoder and
Decoder is 256; the training optimizer used in the model is Stochastic Gradient
Descent (SGD), and beam_size of the bundle search is 4. Each time-step batch
processes 1000 sets of data, namely batch_size =1000, and the experiments
involve calculation of 200 iterations, namely epoch=200. To improve the model
training speed, the teacher_forcing method is introduced, and the odds of adopting
it during the training process is 0.5, namely, teacher_forcing_ratio=0.5.

Table 4
Experimental environment configuration.
Properties Value
CPU 12th Gen Intel (R) Core (TM) i7-12700K
GPU GeForce RTX 3080
Graphics Memory 10G
Programming Language Python 3.8.13
Deep learning framework Pytorch 1.7.1
Operating System Windows 10

Set 15 sets of dropout and Learning_data before training, and each group
of model corresponding to dropout and Learning_data gets a corresponding Bleu
value. The dropout and Learning_data and the corresponding Bleu values are
shown in Table 5.

Table 5
Training parameters of neural network
dropout Learning_data Bleu
0.1 0.001 0.32462
0.1 0.005 0.57893
0.1 0.007 0.52871
0.1 0.0004 0.28785
0.1 0.0006 0.27824
0.11 0.01 0.50566
0.11 0.03 0.31879
0.11 0.003 0.66857
0.11 0.005 0.49000
0.11 0.0004 0.00001
0.15 0.001 0.41795
0.15 0.002 0.44186
0.15 0.003 0.49857
0.15 0.005 0.55440

0.15 0.0002 0.00002
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The 15 groups of dropout and Learning_data are the neural network
model inputs, and the corresponding 15 Bleu values are used as the model output.
The neural network trained by the above parameters is used as the fitness
function, and the dropout and Learning_data corresponding to the highest Bleu
value can be obtained by solving DBOA. Specifically, BOA is firstly used to
generate groups of initial dropouts and Learning_data, which are then introduced
into the trained neural network to get multiple predicted Bleu values. Other
solutions are adjusted according to the dropout and Learning_data corresponding
to the optimal Bleu value. Finally, the optimal Bleu value and its corresponding
dropout and Learning_data values are output through continuous circulation until
the condition of jumping out of circulation is met. Fig. 7 shows the flow chart of
parameter setting of DBOA-BP neural network.

The optimization results based on DBOA-BP neural network are dropout
= 0.12989, Learning_data = 0.004149, respectively, and the corresponding Bleu
prediction value is 0.93329. Fig. 8 shows the iterative curve of Bleu in DBOA
solving process. In order to check translating effect of the NMT model optimized
by DBOA proposed in this paper, experiments are conducted. The translation
sample 1 and results are shown in Table 6 and Table 7.

Initialize multiple groups of dropout Training
and Learning_data parameters
Neural network BP neural
predictive model network
Calculate the initial Bleu value 1 2
and find the optimal solution .
— —>— DBOA
——
Update butterfly BOA
optimization algorithm
parameters

Calculate the Bleu
value and find the
optimal solution

Bleu

Whether the maximum number of
iterations has been reached

0 10 20 30 40 50
Iteration

Output
Fig. 7. Flow chart of parameter setting Fig. 8. Iterative curve of optimization

As it is shown in Table 7, Bleu values of this model are compared with those of
traditional translating models such as RNNSearch [13], SentAlign [14],
Transformer [15], GNMT + RL [16] and ConvS2S [17]. The Bleu value of
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translation sample 1 is 0.92157, which is higher than those of SentAlign,
Transformer and RNNSearch by 0.8378, 0.86929 and 0.90779, respectively. The
Bleu value 0.92157, is very close to the predicted result, indicating that the

optimization effect of translation model parameters is significant.

Table 6

Comparative analysis of translation results of Sample 1

Translation sample 1

Reference translation

Practical translation

TAVEREA T LU

Rerizid 4 7.
Pk A = FHE B

HHP—-HRN—HEE,

PIGAERILIL
AR —E %
PR L 2
PRI
U — A E B HEF
PG IXA AR

How can we save Tom?

| have already eaten lunch.
I will never see him again.
I will be a doctor someday.

I am on your side.
I want to go with you.
Do you have a map?

I am doing my homework.

She is a noted singer.
| think this book is easy.

How can we see Tom?

I have already eaten lunch.
I will never see him again.
I will be a doctor.

I am on your.
| want to go with you.
Do you have a driver?

I am doing my homework.
She is a singer.

| think this is is easy.

The performance was compared with the published work on neural machine

translation, as can be seen from Table 7.
Table 7
Comparison of Bleu values of Sample 1

Translation models Bleu values
RNNSearch 0.83758
GNMT + RL 0.87425
Transformer 0.86929

ConvS2S 0.85329
SentAlign 0.90779
Model in this paper 0.92157

Bleu value of model in this paper increases 0.08399, 0.04732, 0.05228,
0.06828 and 0.01378 compared with RNNSearch, GNMT+RL, Transformer,
ConvS2S and SentAlign, respectively. In order to further compare translation
effects of NMT model optimized by DBOA, experiments are conducted again
based on translation sample 2. The translation sample 2 and results are shown in

Table 8 and Table 9.

Table 8

Comparative analysis of translation results of Sample 2

Translation sample 2

Reference translation

Practical translation

PRAEA AR TUE
PR AT R .
AIEAR K B AT R R
flAree ;K AEH B R
it a8 T T

FRABIN 18] el 332

You know that is your duty.

You need to be aggressive.
He painted his bicycle red.

He sent me a birthday card.
| forgot what his name was.

I have no time for reading.

You know that is you duty.

You need to be aggressive.

He painted his bicycle red.

He sent me a birthday card.
| forgot what his name.

I have no time for reading.
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PR H U7 A TR SR | often visit my relatives. | often visit my.
T A HA | am not afraid of anything. | am not afraid of anything.
X [8] g AR # It is very hot in this room. It is very hot in this room.

WIP BERAE MRS My mother is making a cake. My mother is making a cake.
Table 9
Comparison of Bleu values of Sample 2
Translation models Bleu values
RNNSearch 0.87261
GNMT + RL 0.89145
Transformer 0.87886
ConvS2S 0.86733
SentAlign 0.89324
Model in this paper 0.91442

Table 9 shows that Bleu value of the proposed model is higher than that of
RNNSearch, GNMT+RL, Transformer, ConvS2S and SentAlign models by
0.04181, 0.02297, 0.03556, 0.04709 and 0.02118, respectively. To summarize,
compared with other methods, the method in this paper incorporated an attention
mechanism into the seq2seq model and optimized model parameters by an
improved butterfly optimization algorithm. The experimental results verified its
effectiveness in improving training effect and this method could be applied to
different translation models with parameters. Therefore, the above experimental
results show that translation effect of NMT model optimized by DBOA is better
than that of traditional models, which verifies that the method of optimizing NMT
through DBOA is effective.

5. Conclusion

In view of problems in machine translation, a developed butterfly
optimization algorithm was proposed to optimize parameters of neural network
machine translation. Two improvement strategies, changing weights dynamically
and adjusting switch coefficients of searching mode dynamically, effectively
developed solution speed and precision of BOA. The solution ability of DBOA is
obviously higher than other algorithms. The optimized result of DBOA-BP neural
network is as follows: dropout is 0.12989; Learning_data is 0.004149; Bleu value
is 0.93329. By introducing the optimized results into the NMT model, Bleu values
of the translation results of two samples were 0.92157 and 0.91442, respectively.
The translation results of NMT model optimized by DBOA were more
satisfactory. These actual Bleu values are in line with the predicted results.
Therefore, the method of rectifying key parameters of the machine translation
model through DBOA-BP neural network is effective. By adopting this method,
the translation ability of machine translation model is significantly improved.
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