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SOME SUFFICIENT OPTIMALITY CONDITIONS IN 
NONDIFERENTIABLE MULTIOBJECTIVE PROGRAMMING 

 
Alina CONSTANTINESCU1, Leonardo BADEA2, Mădălina MEGHISAN3 

  This study focuses on the nondiferentiable multiobjective programming 
problem. We start from the invexity proposed by H. Slimani and M.S. Radjef. They 
consider the invexity for a differentiable vector function when each component of 
function is invex with respect to its own function iη . We extend this concept to a 
general invexity class of ρ -invexity and, moreover for this case, we consider that 
the vector function is nondifferentiable. In this framework, we investigate the 
optimality conditions and give some new theorems that state the sufficient conditions 
for a feasible point to be efficient. 
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1. Introduction 

The study of the multiobjective programming problems is one of the great 
significance in optimization theory (see [1]). A certain situation is when the 
objective function is a nondiferentiable vector function. To treat this case we 
consider a constrained multiobjective programming problem. 

The class of invex functions was introduced by Hanson (see [2]). This 
class of functions is designed to relax the assumptions of the convexity which are 
imposed on functions when we want to state the sufficient optimality conditions. 
In the specialized literature exists some concepts concerning the class of invex 
functions (see [3], [4]). One of these approaches is that proposed by H. Slimani 
and M.S. Radjef (see [4]). In their study the invexity for a differentiable vector 
function is solved by searching the invexity for each component. On the other 
hand, for studying the invexity of a nondifferentiable vector function with respect 
to the same function η  exist an other approach (see [5], [6],) which use the Elster 
and Thierfeld’concept (see [7]) of a K cone approximations for finding the K-
directional derivative. Our paper starts from the work done in other personal 
research (see [8]) where we generalized the concept of invexity by stating the ρ -
invexity definition for nonsmooth functions refered of different iη . In this paper 
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we complet the research by stating of three new theorems which treat the 
optimality of the multiobjective programming.  

In the following Sections we use K-directional derivative of a function f  
at x  to define −ρ invex and (weakly) −ρ pseudo-invex vector functions with 
respect to different ( ) pii ,1=η . Sections 3 and 4 contain some new theorems that 
establish sufficient conditions for a feasible point to be weakly efficient or 
properly efficient. The last Section refers to the further directions that derive from 
our paper. 

2. Preliminaries 

In this section we deal with nondifferentiable functions and with their 
−ρ invexity and −ρ weakly pseudo-invexity when the invexity is treated with 

respect to each different ( ) pii ,1=η . 

Let I a nonempty open set of nR and a nondifferentiable function 
pRIf →: . The local cone approximation K represents the locally approximation 

of the set epigraf of f  at the point ( )( )xfx, , denoted by fepi  (see [4]), where 
the epigraf of f is the set:  

( ) ( ){ }axfwithRIaxfepi ≤×∈= , . 
For a certainly local con approximation K we can uniquely determine the 

K-directional derivative of  function f  at x . 
 

Definition 1 (see [5]). Let RIf →: , Ix∈ and K the local cone 
approximation. The K- directional derivative of f at x is the positively 
homogeneous function denoted with ,.)(xf K where [ ]∞∞−→ ,:,.)( nK Rxf  and 

( ) ( ) ( )( )( ){ }xfxepifKdwithRdxf K ,,,inf, ∈∈= ξξ . 
 

Definition 2 (see [8]). Let pRIf →:  and K a local cone approximation. 
We say that the function f is strictly K- ρ -invex at Ix ∈0  with respect to 
( ) pii ,1=η , if there exist N vector function n

i RII →×:η , pi ,1=  and 

( )pρρρ ,...,1=  a vector with real components where Ri ∈ρ , pi ,1= such that for 
each Ix∈ follows: 

( ) ( ) ( )( ) ( )0000 ,,, xxdxxxfxfxf ii
K

iii ρη +>−  for all pi ,1= . 
The function f is said to be strictly K- ρ -invex on I  with respect to 

( ) pii ,1=η , if is strictly K- ρ -invex at each Ix ∈0  with respect to ( ) pii ,1=η . 
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Definition 3 (see [8]). Let pRIf →:  and K be a local cone 
approximation. The function f is said to be strictly K- ρ -weakly pseudo-invex at 

Ix ∈0  with respect to ( ) pii ,1=η , if there exist p vector function n
i RII →×:η , 

pi ,1=  and ( )pρρρ ,...,1=  a vector with real components such that for a 

Ix∈ with ( ) ( ) 00 <− xfxf  exists Ix∈ such that: 

( )( ) ( ) 0,,, 000 <+ xxdxxxf ii
K

i ρη  for all pi ,1= . 

If xx =  in the previous relation, than f is said to be K- ρ -weakly pseudo-invex 
at Ix ∈0  with respect to ( ) pii ,1=η . We say that f is (weakly) K- ρ -weakly 

pseudo-invex on I  with respect to ( ) pii ,1=η , if f is (weakly) K- ρ -pseudo-invex 

at each Ix ∈0  with respect to the same ( ) pii ,1=η . 

Definition 4 A function RRIf n →⊆:  is said to be K-σ  -quasi-invex in 

0x  with respect to a vector function nRII →×:θ  if 0, ≥∈ σσ R and: 
( ) ( ) ( )( ) ( ) Ixxxdxxxhxhxh j

K
j ∈∀≤+⇒≤− 0,,,0 0000 σθ . 

 
 
3. The sufficient conditions for a feasible point to be weakly efficient 

 
In the following we state a sufficient conditions theorem for a weakly 

efficient solution of a constrained multiobjective programming problem.  
We consider a multiobjective programming problem (MP): min ( )xf  with 

the constraints ( ) 0≤xg , where f  is the objective function pRIf →:  and 
mRIg →:  represents the constraints. For a MP x I∈   for whigh ( ) 0≤xg , is 

named a feasible solution. We denote the feasible solutions set with X and with 
J(x) the set ( ) ( ){ }0,1 === xgwithmjxJ j .  

Definition 5 Xx ∈0  is said to be an efficient (respectively weakly 
efficient) solution of MP if there is no Xx∈  such that ( ) ( ),0xfxf ≤   
(respectively ( ) ( )0xfxf < ). 

Definition 6 An efficient solution of MP Xx ∈0  is said to be a properly 
efficient solution if there exists a constant , 0a >  such that exists at least one 
j=1,..,p such that: ( ) ( )xfxf jj <0  and ( ) ( ) ( ) ( )( )00 xfxfaxfxf jjii −≤− , for each 

Xx∈  and for each i=1,..,p satisfying ( ) ( )0xfxf ii < . 
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Theorem 1  Let Xx ∈0  . If: 

1i ) f  is K- ρ -weakly pseudo-invex at Ix ∈0  with respect to ( ) pii ,1=η ; 

2i )  If exist vector 0, ≥∈ μμ pR  and ( ) 0,, 0 ≥∈ λσλ xcardJR  such that the scalar 
function 

( )
∑
∈ 0xJj

jj gλ  is K-σ  quasi-invex at 0x  with respect to nRXX →×:θ  ; 

3i ) ( )( ) ( )( )
( )

∑ ∑
= ∈

≥+
p

i xJj
j

K
jji

K
ii xxxgxxxf

1
0000

0

0,,,, θλημ   Xx∈∀   

4i ) 0
,..,1

≥+∑
=

σμρ
pi

ii   

then 0x  is a weakly efficient solution for MP. 
 

Proof. We consider that 0x  is not a weakly efficient solution for MP. 
From the hypothesis 1i  we have: 

( )( ) ( )000 ,,, xxdxxxfwithXx ii
K

i ρη −<∈∃   
But 0≥μ  then: 

                              ( )( ) ( )∑ ∑
= =

−<
p

i

p

i
iii

K
ii xxdxxxf

1 1
000 ,,, μρημ                                 (1) 

Then the hypothesis 2i  were xx =  implies:   
                                    (2) 
 
 

Using the relation (1) and (2) and hypothesis 4i  we have: 

( )( ) ( )( )
( )

∑ ∑
= ∈

<+
p

i xJj
j

K
jji

K
ii xxxgxxxf

1
0000

0

,,,, θλημ
      

 

( ) 0, 0
1

<⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+−< ∑

=

xxd
p

i
ii σμρ   

 
By hypothesis 3i  , 0x  is a weakly efficient solution for MP. 
 
 
 
 
 
 
 

( )( ) ( )
( )
∑
∈

−≥
0

000 ,,,
xJj

K
jj xxdxxxg σθλ
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4. The sufficient conditions for a feasible point to be properly efficient 

This Section refers to the sufficient conditions for a feasible point to be 
properly efficient for MP, the following theorems describe this situation. 
 

Theorem 2 Let Xx ∈0  and suppose that:  

1i ) f  is K- ρ -invex at Ix ∈0  with respect to ( ) pii ,1=η ; 

2i )  If for any ( )0xJj∈  there exists the function n
j RXX →×:θ  such that 

( )( ) ( ),,,, 000 xxdxxxg jj
K
j σθ −≤  Xx∈∀  , and for a vector ( ) ( )0xJjj ∈

= σσ  ; 

3i ) There exist vectors 0, ≥∈ μμ pR  and ( ) 0,0 ≥∈ λλ xcardJR  such that 
( ) ( )( )

jjiix θηλμ ,,,,0  satisfies the following condition: 

                ( )( ) ( )( )
( )

∑ ∑
= ∈

≥+
p

i xJj
j

K
jji

K
ii xxxgxxxf

1
0000

0

0,,,, θλημ   Xx∈∀            

4i ) 
( )
∑∑
∈=

≥+
0

0
,..,1 xJj

jj
pi

ii σλμρ                                                 

then 0x  is a properly efficient solution for MP. 
 

Proof. The hypothesis 1i   of theorem and definition 2 imply: 
For each Xx∈  we have: 

( ) ( ) ( )( ) ( )0000 ,,, xxdxxxfxfxf ii
K

iii ρη +>−  for all pi ,1= . 
Then: 

( ) ( ) ( )( ) ( )∑∑ ∑∑
== ==

+≥−
p

i
ii

p

i

p

i
i

K
iiii

p

i
ii xxdxxxfxfxf

1
0

1 1
000

1
,,, μρηημμ  

Using the relation from hypothesis 3i , we obtain:  
 
       (3) 
     

Since 0≥jλ  for all ( )0xJj ∈  and 

( )( ) ( )000 ,,, xxdxxxg jj
K
j σθ −≤  for all Xx∈   

Then the right member of relation (3) satisfies: 

( )( )
( )

( ) ≥+− ∑∑
=∈

p

i
ii

xJj
j

K
jj xxdxxxg

1
000 ,,,

0

μρθλ   

( )
( ) Xxxxd

xJj
jj

p

i
ii ∈∀≥⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+≥ ∑∑

∈=

0, 0
1 0

σλμρ   

( ) ( ) ( )( )
( )

( )∑∑ ∑∑
== ∈=

+−≥−
p

i
ii

p

i xJj
j

K
jjii

p

i
ii xxdxxxgxfxf

1
0

1
000

1
,,,

0

μρθλμμ
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Finally, the hypothesis 3i  involves that: 

( ) ( ) Xxxfxf
p

i

p

i
iiii ∈∀≥∑ ∑

= =1 1
0μμ   

Take into account that 0≥μ  and by Geoffrion (see [9]), we obtain that 0x  
is a properly efficient solution for MP. 
 

Theorem 3  Let Xx ∈0  and suppose that:  

1i )   If exists 0, ≥∈ μμ pR  such that the scalar function ∑
=

p

i
ii f

1
μ  is K- 0ρ  

weakly pseudo-invex at 0x  with respect to nRXX →×:η   ; 

2i )  If there exists a function n
j RXX →×:θ  such that 

( )( ) ( ),,,, 000 xxdxxxg jj
K
j σθ −≤  Xx∈∀  ; 

3i ) If there exist two vectors ( ) 0,, 0 ≥∈ λλσ xcardJR  such that : 

     ( )( ) ( )( )
( )

∑ ∑
= ∈

≥+
p

i xJj
j

K
jj

K
ii xxxgxxxf

1
0000

0

0,,,, θλημ   Xx∈∀                      

4i )  If  
( )
∑
∈

≥+
0

00
xJj

jjσλρ                                                           

then 0x  is a properly efficient solution for MP. 
 

Proof.  If 0x  is not a properly efficient solution for MP, by Geoffrion (see 
[9]) there exists a feasible point x  such that: 

( ) ( ) 0
1 1

0 <−∑ ∑
= =

p

i

p

i
iiii xfxf μμ  

 

From the hypothesis 1i   we have ∑
=

p

i
ii f

1
μ  is K- 0ρ  weakly pseudo-invex at 0x  

with respect to η , then: 

                         ( )( ) ( )∑
=

−<∈∃
p

i
i

K
ii xxdxxxfXx

1
0000 ,,, ρημ                             (4) 

But 0≥jλ  ( )0xJj ∈∀  and hypothesis 2i  , then:   
 
                       ( )( )

( )
( )

( )
∑∑
∈∈

−≤
00

000 ,,,
xJj

jj
xJj

j
K
jj xxdxxxg σλθλ                                   (5) 

Summing the relations (4) and (5), it follows that:  
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( )( ) ( )( )
( )

∑ ∑
= ∈

+
p

i xJj
j

K
jj

K
ii xxxgxxxf

1
0000

0

,,,, θλημ    < 

 

                            
( )

( )00 ,
0

xxd
xJj

jj ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+−< ∑

∈

σλρ                                                     (6) 

Using the hypothesis 4i  we have: 

( )
( ) 0, 00

0

>⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+ ∑

∈

xxd
xJj

jjσλρ  

This means that the relation (6) becomes: 

( )( ) ( )( )
( )

∑ ∑
= ∈

<+
p

i xJj
j

K
jj

K
ii xxxgxxxf

1
0000

0

0,,,, θλημ
 

The previous relation is a contradiction for the hypothesis 3i , so 0x  is a properly 
efficient solution of MP.

  
 

5. Conclusions 

Our research study intends to extend the invexity with respect to different 
iη to the nondifferentiable vector functions. By the local cone approximation 

concept, we renounce to the differentiability functions assumption and to the use 
of the K-directional derivative of functions. Our theorems (1-4) provide the 
sufficient conditions which show that a feasible point can be less efficient or 
sufficiently efficient. 

R E F E R E N C E S 

 [1]. L. Badea, L.E. Preda, A. Constantinescu, “The impact of globalization on the tax systems”, in 
Metalurgia International, vol. 12, 2009,  pp. 165-167. 

[2]. M.A. Hanson, “On sufficiency of the Kuhn-Tucker conditions”, in Journal of Mathematical 
Analysis and Applications, vol. 80, 1981, pp. 545-550. 

[3]. V. Preda, “Optimality and duality in fractional multiple objective programming involving 
semilocally preinvex and related functions”, in Journal of Mathematical Analysis and 
Applications vol. 228, 2003, pp. 362-382. 

[4]. H. Slimani, M.S. Radjef, “Nondifferentiable multiobjective programming under generalized 
d IdI-invexity”, in European Journal of Operational Research, vol. 202, no. 1, April 2010, 
pp. 32-41. 

[5]. M. Castellani, “Nonsmooth invex functions and sufficient optimality conditions”, in Journal of 
Mathematical Analysis and Applications, vol. 225, 2001, pp. 319-322. 

[6]. M.H. Kim, G.M. Lee, “On duality theorem for nonsmooth Lipschitz optimization problems”, 
in Journal of Optimization Theory and Applications, vol. 110, no. 3, 2001, pp. 669-675. 



268                                   Alina Constantinescu, Leonardo Badea, Madalina Meghisan 

 

[7]. K.H. Elster, J. Thierfelder, “Abstract cone approximations and generalized differentiability in 
nonsmooth optimization”, in Optimization , vol. 19, no. 3, 1988, pp. 315-341. 

[8]. A. Constantinescu, “Optimality in nondifferential multiobjective programming”, in Journal of 
Science and Arts, vol. 3, no. 16, 2011, pp. 256-263. 

[9]. A.M. Geofrion, “Proper efficiency and the theory of vector maximization”, in Journal of 
Mathematical Analysis and Application, vol. 22, no.3, 1968, pp. 618-630. 

 


