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PROBLEMS INVOLVING HIGHER-ORDER (®,p)-V- TYPE I INVEX
FUNCTIONS
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A class of functions called higher-order (®,p)-V -type I invex functions is in-
troduced. Using the assumptions on the functions involved, weak, strong and strict con-
verse duality theorems are established for Wolfe higher-order type multiobjective dual
programs in order to relate the efficient solutions of primal and dual problems. Special
cases are also discussed to show that the results obtained generalize some existent known
papers in the literature.
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1. Introduction

The study of higher order duality in mathematical programming is significant due to
the computational advantage over the first order duality as it provides higher bounds for
the value of the objective function of the primal problem when approximations are used,
because there are more parameters involved.

Higher-order duality in nonlinear programming has been studied by some researchers,
see [1,2,9,11,12,16-21,23-28|.

Recently, the concept of first order (P, p)-invexity for differentiable scalar optimization
problems has been introduced by Caristi et al. [10] to extend fundamental theoretical
results in mathematical programming, while Antczak [6,7] introduced the notion of (®, p)-
V-invexity by combining the concepts of (P, p)-invexity and of V-invexity.

In [25], Sharma and Gupta proved duality theorems for higher-order Wolfe and Mond-
Weir type duals of the vector optimization using the concept of higher-order (®, p)-V-invex
function. In [27], Stancu-Minasian et al. introduced the concept of higher-order (@, p)-V-
invexity and presented two types of higher-order dual models for a semi-infinite minimax
fractional programming problem. Weak, strong and strict converse duality theorems were
discussed under the assumptions of higher-order (®, p)-V-invexity to establish a relation
between the primal and dual problems. In [18], Jayswal et al. gave one more generalized
dual model for semi-infinite minimax fractionl programming problem involving higher-order
(®, p)-V-invexity and proved duality results.

Singh et al. [26] defined a new class of higher order (®,p)-V-invex functions over
cones, named K-higher order (®, p)-V-invex functions, and formulated two types of higher
order dual models for a vector optimization problem over cones containing support functions

Hnstitute of Mathematical Statistics and Applied Mathematics of the Romanian Academy, Bucharest,
Romania, E-mail: andreea madalina_s@yahoo.com

2Institute of Mathematical Statistics and Applied Mathematics of the Romanian Academy, Bucharest,
Romania, E-mail: stancuminasian@yahoo.com

49



50 Andreea Madalina Rusu-Stancu, I.M. Stancu-Minasian

in objectives as well as in constraints. They established several duality results, i.e.,weak and
strong duality results.

Mishra et al. [23, 24] studied a number of higher-order duals to a nondifferentiable
programming problem and established duality results under the higher-order generalized
type-I a-invex functions. Kumar et al. [22] used the notion of generalized (®, p)-invexity to
establish sufficient optimality conditions and duality results for Wolfe- and Mond-Weir-type
duals for a class of interval-valued programming problem where constraints are interval-
valued and infinite.

Tripathy [28] introduced K-(®, p)-convex functions and presented a model of higher
order Wolfe type nondifferentiable multiobjective symmetric dual programs and established
the weak, strong and converse duality theorems.

Recently, nonconvex optimization problems with so-called (generalized) type I func-
tions have been the object of increasing interest. This class of generalized functions has
been introduced in nonlinear scalar optimization problems by Hanson and Mond [15].

Dubey and Mishra [12] presented a higher-order unified dual and established duality
results under higher order pseudo quasi/strictly pseudo quasi/weak strictly pseudo quasi-
(V, p, d)-type-1 assumptions for a nondifferentiable multiobjective fractional programming
problem in which each component of objective functions contains a term including the
support function of a compact convex set.

In [4], Antczak introduced the notions of nondifferentiable (generalized) (®, p)-type
I objective and constraint functions and established sufficient optimality conditions and
Mond-Weir duality results for a class of nonconvex nonsmooth multiobjective programming.

But, up to now, there is not literatures dealing with higher-order (®, p)-V-type I invex
functions.

In the present paper, following Stancu-Minasian et al. [27] and Sharma and Gupta
[25], we introduce the concept of higher-order (®, p)-V-type I invex functions. Our approach
of considering Wolfe higher-order duality for multiobjective programming problem involving
higher-order (@, p)-V-type I invex functions is motivated by Jayswal et al.[16] and Sharma
and Gupta [25].

The plan of the paper is as follows. In Section 2, we give some notation and definitions
used throughout the paper and also we give some new ones. In Section 3, we discuss duality
between the primal problem and a higher-order Wolfe type multiobjective program. Special
cases are also discussed in Section 4 to show that the results obtained generalize some
existent known papers in the literature. Conclusions are given in Section 5.

2. Notation and Preliminaries

Let R™ be the n-dimensional Euclidean space and R’} be its nonnegative orthant. The
following convention for inequalities will be used throughout the paper. If x = (z1, ..., x,)
and y = (y1,...,Yn) € R™, we denote

rSys Sy Vi=1,..,n;
r<yez; Sy Vi=1,.nand x # y;
r<yer <y Yi=1,..,n;

Consider the index sets K = {1,--- ,k} and M = {1,--- ,m}. For each r € K the set
K — {r} is denoted by K.
We consider the following multiobjective programming problem:

(P) Minimize f (z) = (f1(z),---, fx (z))
subject tox € D={zr € X : g(z) <0}
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where X is an open subset of R™, f; : X = R,i=1,--- )k, and g : X — R™, are differen-
tiable on X.

Definition 2.1 A point Z € D is said to be an eficient solution to problem (P) if and
only if there exists no other € D such that f (z) < f(Z).

Definition 2.2 A function ® : X x X x R™*! — R is said to be convex in the third
argument iff for any fixed (z,u) € X x X the inequality

@ (LC,’LL, A (glvpl) + (1 - )‘) (527p2)) g AP (xvu’ (517p1)) +
+ (1 =A) @ (z,u, (& p2))

holds for all &1,& € R™, p1,p2 € R and for any A € [0,1].

Now, we give the definition of (strictly) higher-order (®, p)-V- type I invex function.

Let f: X - Rfg: X - R"h: XxR"— RFand k: X x R" — R™ be
differentiable functions. Also, consider the function ® : X x X x R"*! — R, where ®(z,z,-)
is convex on R"*! ®(z,%,(0,a)) = 0 for all z € X and every a € R+, the vectors a =
(O‘%"" ’aliaa%f" ’agn) and p = (P%;"' vpliap%a"' 7pm) Wherea a XXX — R+\{O}
andpzl,p? €R forve Kand j € M.

Definition 2.3 The pair of functions (f, g) is said to be higher-order (®, p)-V-type I
invex at Z € X on X, with respect to (h, k) if

fi (@) = fi(Z) = hi (,p) + P'Vphi (Z,p) 2
> ® (x,a@a} (z,Z) (Vfi (Z) + Vph; (Z,p) 7p})) e K
—9; (x) = k; (Z,p) + p'Vpk; (T, p)
2 @ (z,z,03 (2,2) (Vg; (Z) + Vpk; (T,p) ,p3)) . j €M
hold for all (x,p) € X x R™.
If the pair of functions (f, g) is higher-order (®, p)-V-type I invex at each x € X, then

(f, g) is said to be higher-order (®, p)-V-type I invex on X.
If in the above definition, the first inequality is satisfied as

fi(x) = fi (z) = hi (Z,p) +P'Vyhi (T,p) >

> @ (2,20} (2,2) (Vi (Z) + Vphi (Z,p),p})) i € K

then we say that the pair of functions is strictly higher-order (®,p)-V-type I invex at T,
with respect to (h, k).

In order to simplify the terminology we will use the shorthands "higher-order (@, p)-

V-type Iinvex at £ € X” to mean ”higher-order (@, p)-V-type I invex at Z € X, with respect
o (h,k)”.

Remark 2.1 In order to define an analogous class of higher-order (@, p)-V-type I
incave functions, the direction of the inequalities (2.1) and (2.2) should be changed to the
opposite one.

In the sequel we need the following results.

Theorem 2.1 Let z* be an efficient solution to problem (P) at which the Kuhn-
Tucker constraint qualification is satisfied. Then there exist \* € R* and p* € R™ such

that
ZWL +Zu]w] ) =0

Zu}fgj (") =0
j=1
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k
20,3 A =1, 20
i=1
Lemma 2.1 (Jensen’s inequality) Let X C R™ be a convex set, f: X — R a convex
function on X and let x',--- ,2™ € X.
Then

for any Aj,- -+, Ay € [0,1] satisfying S \; = 1.

i=1

3. Wolfe Type Duality

In this section, we consider the following Wolfe type higher-order dual to (P) and
establish weak, strong and strict converse duality theorems.

Maximize (f1 (y) + h1 (y,p) — P’V (y,p) +
+ Zl w95 () + ki (y,p) — 'Vpk; (y,p)} 5,
J:

wb) B ) e (98) — 'V (30 +
+ 3 3 {95 (0) + K (5:0) = #/Voky (5:2)})
subject to
k m
D XAV (W) + Vohi (:0)} + Y 15 {V95 (9) + Vs (y,p)} = 0 (3.1)
i=1 j=1
A> 0,020 (3.2)

where y,p € R", A € RF, Z)\ =1and y € R™.

Let W be the set of all feasible solutions of dual problem (WD). Moreover, let prx W =
{y € X : (y,\, u,p) € W} be the projection of W on X.
The following theorems generalize Theorems 3.1, 3.3, and 3.4 given by Jayswal et al.
[16] and Theorems 1-3 given by Sharma and Gupta [25] to higher-order (®, p)-V-type I invex
functions.
In what follows, Af denotes the vector (A1 fi,--, A\xfx). Similarly, ug denotes the
vector (191, , hmGm) -
Theorem 3.1 (Weak Duality) Let « and (y, \, u,p) be arbitrary feasible solutions of
problems (P) and (WD), respectively, and assume that
(i) (\f, ng) is strictly higher-order (®, p)-V-type 1 invez at y, on D U prxW
k m
(i) > pit+ > pf 20.
i=1 j=1
Then one cannot have

N fi(x) = fi (y) + hi (y,p) — p'Vphi (y,p)
30050y () by () — 'Yk (0.p)) for all i € K (33)
£

m fr (@) < fr (y) + he (y,0) — P'Viphe (Y, p)
+ > yilg; W) + ki (y,p) —p'Vpk; (y,p)} for at least r € K;. (3.4)
j=1
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Proof. Suppose to the contrary that there exist feasible solutions such that inequali-
ties (3.3) and (3.4) hold. Multiplying by A; the relations (3.3) and (3.4) and summing, since

k
Ai 20and Y \; =1, we obtain

=1
k k k k
Yo Nifi(x) £ 3 Nifi(y) 4+ 20 Nihi (y,p) — 2 p'VpAihi (y,p) +
=1 ”iL:l =1 1=1 (35)
+ >0 wuidg; (W) + ki (y,p) —0'Vpk; (y,p)} -

j=1
By assumption (i), we have

Xifi (@) = XNifi (y) — Aihi (y,p) + P VpAihi (v, p) (3.6)

and
= 1395 () = ik (y:p) +0'Vpuik (y,p) (3.7)
2 & (z,y, 03 (2,9) (Viig; () + Vousk; (v.p), p3)) » j € M.
Denote
1 - 1
A=Y ot Y i
S (wy) o ag(y)
1 1
& = — Ji€ K and af = — , jEM. (3.8)
ai ($7y)A aj( 7y)A

1
Adding the two inequalities (3.6) and (3.7) after multiplying (3.6) by &; (z,y) and (3.7) by
d? (z,y) and using convexity of ® (z,y, (-,-)), we get

k
> a) (@) Nifi () = Nifi (y) = Nk (y,p) + 0/ VpAihi (y,p)] +
=1

+> 762 (2,y) =95 () — ik (v,9) + D' Vpusk; (y,p)]
j=1

k
1
>0 |2,y — — (Z (VAifi () + Vphihi (y,p) +
1 1 —
+ i=1
Z; ai(z,y) J;l a3 (2,y)
m k m
> (Viig; (9) + Vomshs (4.0)). Yot + D0 by (3.1)
j=1 i=1 j=1
1 k m
— 1 2

because ® (z,vy, (0,a)) = 0 for each a € R4 and from hypothesis (ii).
Hence

k
> a) (@) Nifi (1) = Xifi (y) = Nihi (y,p) + P/ VpAiki (y,p)] +
=1
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+> a7 (,y) (1595 () — ik (. p) + P/ Vpuisk; (y,p)] > 0.
j=1
Finally, in the above inequality we take a; (z,y) = 07? (z,y) = a(z,y) > 0 and obtain

i:l)\ifi (z) > Xk: [Aifi (y) + Xihi (y,p) — P'VpAihi (y,p)] +

=1
+ Zl 1595 (y) + piki (v, p) — p'Vppik; (y, p)]
=

which contradicts (3.5). Hence (3.3) and (3.4) cannot hold.
Theorem 3.2 (Strong Duality). Let z* be an efficient solution to (P) at which the
Kuhn-Tucker constraint qualification are satisfied on X. Also, if

h(z*,0) =0, k(z*,0) =0, Vyh(z*,0) =0, V,k(z*,0) =0, (3.9)

then there exist \* € R* p* € R™ and p* € R™ such that (z*,\*, u*,p* = 0) is feasible for
(WD) and the corresponding objective values of (P) and (WD) are equal. Further, if the
conditions of the weak duality Theorem 3.1 also hold for all feasible solution of (WD), then
(x*, M, p*,p* = 0) is an efficient solution to (WD).

Proof. Since z* is an efficient solution to (P) and the Kuhn-Tucker constraint qual-
ification is satisfied, from Theorem 2.1 there exist \* € R* and pu* € R™ such that

k m
SNV (@) + Y ui Vg (aF) =0,
i=1 j=1

> ks (@) =0,
i=1

k
NZ0.) N =1t 20,

=1

which by equations 3.9 gives that (z*, \*, u*, p* = 0) is feasible for (WD) and the two objec-
tives are equal. Efficiency of (x*, A*, u*, p* = 0) for (WD) can be developed by establishing a

m
contradiction with the help of the equation ) u%g; (¢*) = 0, and the weak duality theorem.
j=1

Theorem 3.3 (Strict Converse Duality) Let T and (gj, A, ﬂ,ﬁ) be eficient solutions to
(P) and (WD), respectively. Assume that

(i) é/\ifi (z) = i&‘ {fi () + hi (9,p) — P'Vphi (§,0)} +
+ é fis {95 (9) + k3 (5.9) — B'Vohi (5, 9)}

(ii) (\f, pg) is strictly higher-order (®, p)-V-type I at §, with o} (z,7) =
= a? (Z,9) = a(z,g) forall i € K and j € M,

k m
(i) Y2 oy + 2 97 20
i=1 j=1
Then T = 1j.

Proof. Suppose, contrary to the result that Z # 3. The proof runs on the same lines
as the proof of Theorem 3.1 and is hence omitted.
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4. Special cases
(i) If h; (z,p) =0 and k; (Z,p) =0fori € K, j € M,
) (x,j,a% (z,T) (Vfi (Z) ,p%)) = F(x,z,a; (z,2)Vfi (Z)) + ptd® (z,7)
and
D(2,5,02 (2,7) (Vo5 (2),2)) = F(2,3,02 (2,7) Vg; (2)) + p2d? (2,7)
where F' : X x X x R™ — R is a sublinear function in the third argument and d(-,-) :
X x X — R, then the Definition 2.3 becomes that of (F,a, p,d)-type I function as defined
by Hachimi and Aghezzaf [15].

(i) If h; (x,-) = 0 and k; (z,-) = 0,05 (2,%) = 1,i € K, (z,7) = 1,j € M and the
functions f and g are nondifferentiable, then the Definition 2.3 becomes that of nonsmooth
(@, p)-V-type I objective and constraint functions as defined by Antczak [4].

(iii) If

O (2,7, 0 (2,2) (Vfil), pi)) = Fz, 2,0 (2, 2)(V fi(2) + Vyhi(z,p))) + p;d* (2, 7)

and

O(z,7,05(z,7) (Vg (2), 7)) = Fla, 7,07 (z,7) (Vg; (T) + Vyk; (z,p))) + pjd* (2,7)
then the Definition 2.3 becomes that of higher-order (F, «, p, d)-V-type I function as defined
by Jayswal et al. [16].

5. Conclusions

In this paper, we have introduced the concept of (strictly) higher-order (®, p)-V-type
I invexity. Using the assumptions on the functions involved, weak, strong and strict converse
duality theorems are established for Wolfe higher-order type multiobjective dual programs
in order to relate the efficient solutions of primal and dual problems. Special cases are also
discussed to show that the results obtained generalize some existent known papers in the
literature. The methods used here can be extended to the study of nonsmooth variational
and nonsmooth control problems which will orient the future research of the authors.
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