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ON VARIATIONAL INEQUALITY PROBLEM AND FIXED
POINT PROBLEM OF NONEXPANSIVE SEMIGROUPS
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In this paper, we introduce an iterative method for approximating a
common solution of variational inequality problem for pseudomonotone and Lips-
chitz continuous operators and fixed point of nonexpansive semigroups in the set-
ting of real Hilbert spaces. The proposed method does not need any Armijo-type
line search techniques but rather uses an easily implementable self-adaptive step
size technique that generates non-monotonic sequence of step sizes. The strong
convergence of the sequence generated by the proposed method is proved. The iter-
ative algorithm and results presented in this paper improve the previously known
results of this area.
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1. Introduction

Let C be a nonempty closed convex subset of a real Hilbert space H, let F : H → H
be a mapping. The variational inequality problem is to find a point x∗ ∈ C such that

〈x− x∗, F (x∗)〉 ≥ 0, ∀x ∈ C. (1)

The solution of (1) is denoted by V I(C,F ). It is easy to observe that

x∗ ∈ V I(C,F )⇐⇒ x∗ = PC [x∗ − ρF (x∗)], where ρ > 0.

It is well-known that problem (1) covers not only diverse theoretical disciplines such as
optimization problems, complementarity problems, equilibrium problems, and fixed point
problems but also practical ones such as the power control problem, signal recovery prob-
lem, engineering, economics, mathematical programming, and many more. Many authors
have studied and proposed several iterative algorithms for solving (1); see for example
[6, 7, 8, 9, 11, 12, 18].
In 1964, Polyak [22] introduced the following inertial extrapolation process as a useful tool
for speeding up the convergence rate of iterative methods.

xn+1 = xn + α1(xn − xn−1)− α2Fxn, n ≥ 0, (2)

where α1 and α2 are two real numbers. In recent years, many researchers have extensively
used this beneficial concept to combine their algorithms with an inertial term in order to
accelerate the speed of convergence; see for example [1, 34]. By combination of the inertial
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type method, the viscosity method and the modified Tseng extra-gradient method Thong
et al. [31] introduced a Tseng’s extra-gradient method. It only needs to compute two
values of the inequality mapping and one projection onto the feasible set per iteration.
However, the control parameter requires to depend on the Lipschitz constant of F , which
cause to limits the applicability of the algorithm. Recently, many authors used a new
iteration step size rule in their algorithms to address variational inequality problems. For
example, M. Tian and M. Tong [30] introduced an algorithm with self-adaptive method
for finding a solution of the variational inequality problem involving monotone operator
and the fixed point problem of a quasi-nonexpansive mapping in real Hilbert spaces. Their
algorithm is described as follows:
compute

wn = xn + αn(xn − xn−1)

yn = PC [wn − λnF (wn)],

Tn = {x ∈ H : 〈wn − λnF (wn)− yn, x− yn〉 ≤ 0},
zn = PTn [wn − λnF (yn)],

xn+1 = (1− βn)wn + βnT (zn),

where the stepsize λn is generated by

λn+1 :=

{
min

(
µ‖wn−un‖

‖F (wn)−F (un)‖ , λn

)
if F (wn) 6= F (un),

λn otherwise.
(3)

In 2024, K. Wang et al. [33] proposed a projection and contraction method with a double
inertial extrapolation step and self-adaptive step sizes to solve variational inequalities
with quasi-monotonicity in real Hilbert spaces. Let x0, x1 ∈ C be arbitrary and choose
λ1 > 0, µ ∈ (0, 1), α, β, θn ∈ (0, 1). Set

zn = xn + β(xn − xn−1),

wn = xn + θn(xn − xn−1),

yn = PC [wn − λnF (wn)]

where

λn+1 :=

{
min

(
µ‖wn−yn‖

‖F (wn)−F (yn)‖ , λn

)
if F (wn) 6= F (yn),

λn otherwise.

If wn = yn = xn then stop. Otherwise, compute

vn = wn − yn − λn(F (wn)− F (yn))

and
xn+1 = (1− α)zn + α(wn − γdnvn)

where

dn :=

{
〈wn−yn,vn〉
‖vn‖2 , if vn 6= 0,

0 otherwise.

It should be mentioned that the step size criterion (3) used in [30] and [33] generates a non-
increasing sequence of steps, which may affect the execution efficiency of this algorithm. To
overcome this drawback, a modified version of the step size criterion (3), which generates
a non-monotonic sequence of step sizes, was recently introduced in [16, 28, 29, 32]. Very
recently, B. Tan and S.Y. Cho [29] proposed two extragradient iterative algorithms using
inertial techniques to solve (1). Their algorithm is designed as follows: let x0, x1 ∈ C be
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arbitrary and choose χ ∈ (0, 1), θ > 0, τ1 > 0, and a sequence {τn} satisfying

∞∑
n=1

τn <∞,

{αn} ⊂ (0, 1) which satisfies the following conditions: lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞.

Compute
wn = xn + θn(xn − xn−1)

with θn such that

θn :=

{
min

(
εn

‖xn−xn−1‖ , θ
)

if xn 6= xn−1,

θ otherwise.

where εn is satisfying the condition limn→∞
εn
αn

= 0.
Compute

yn = PC [wn − τnF (wn)],

and
zn = PTn [wn − τnF (yn)],

where
Tn = {x ∈ H : 〈wn − τnF (wn)− yn, x− yn〉 ≤ 0}.

Compute
xn+1 = (1− αn − βn)wn + βnzn

and update the step size τn+1 by

τn+1 :=

{
min

(
µ‖wn−yn‖

‖F (wn)−F (yn)‖ , τn + ξn

)
if F (wn) 6= F (yn),

τn + ξn otherwise.
(4)

We introduce the following definitions which are useful in the following analysis.
Definition 1.1. The mapping T : C → H is said to be
(a) monotone if

〈Tx− Ty, x− y〉 ≥ 0, ∀x, y ∈ C;

(b) pseudomonotone if

〈Tx, y − x〉 ≥ 0⇒ 〈Ty, y − x〉 ≥ 0, ∀x, y ∈ C;

(c) nonexpansive if
‖Tx− Ty‖ ≤ ‖x− y‖, ∀x, y ∈ C;

(d) L-Lipschitz continuous if there exists a constant L > 0 such that

‖Tx− Ty‖ ≤ L‖x− y‖, ∀x, y ∈ C;

(e) contraction if there exists a constant 0 ≤ k < 1 such that

‖Tx− Ty‖ ≤ k‖x− y‖, ∀x, y ∈ C;

Another important problem is the fixed point problem for the mapping T , which is
defined as follows:

find x ∈ C such that Tx = x.

For several years, the study of fixed point theory has attracted considerable attention
and continues to generate great interest in the field of mathematics. By investigating
the properties and behavior of fixed points of mappings, many researchers have gained
a deeper understanding of these areas and have been able to establish connections and
develop new techniques; see for example [2, 3, 4, 5, 13, 25].
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A family Γa := {T (s) : 0 ≤ s < ∞} of mappings from C into itself is called
nonexpansive semigroup on C if it satisfies the following conditions:

(i) T (0)x = x for all x ∈ C;
(ii) T (s+ t) = T (s)T (t) for all s, t ≥ 0;

(iii) ‖T (s)x− T (s)y‖ ≤ ‖x− y‖ for all x, y ∈ C and s ≥ 0;
(iv) for all x ∈ C and s ≥ 0, s 7→ T (s)x is continuous.
The set of all the common fixed points of a family Γa is denoted by Fix(Γa), i.e.,

Fix(Γa) := {x ∈ C : T (s)x = x, s ≥ 0}.
The fixed point problem for a nonexpansive semigroup Γa is:

find x ∈ C such that x ∈ Fix(Γa). (5)

A nonexpansive semigroup Γa on C is said to be uniformly asymptotically regular (u.a.r)
on C if for all h > 0 and any bounded subset E of C,

lim
t→∞

sup
x∈E
‖T (h)(T (t)x)− T (t)x‖ = 0.

The fixed point problem for a nonexpansive semigroup becomes a multi-disciplinary sub-
ject, which has received much more attention nowadays. Many authors have analyzed
and studied iterative algorithms for approximating the solution of the (5); see for example
[10, 15, 24].
In this paper, motivated by the above results in the literature and other related results
in this direction, by the combinations of the extragradient method, viscosity method,
projection and contraction method, we propose an inertial extragradient algorithms with
non-monotone step sizes for approximating a common solution of variational inequality
problem (1) for pseudomonotone and Lipschitz continuous operators and fixed point (5)
of nonexpansive semigroups in the setting of real Hilbert spaces. Our contributions to this
paper include the following:

(i) Our method only requires that the underlying operator for the (1) be pseudomono-
tone, Lipschitz continuous and without the weak sequential continuity condition often
used in the literature.

(ii) Our algorithm does not need any Armijo-type line search techniques but rather
uses an easily implementable self-adaptive step size technique that generates non-
monotonic sequence of step sizes. This step size is formulated such that it reduces
the dependence of the algorithms on the initial step size.

(iii) Our step size properly includes those in [16, 28, 29, 21, 31].
(iv) The proof of our strong convergence result does not rely on the usual “two cases

approach” widely used in many papers to prove strong convergence results.
(v) We do not need to assume the u.a.r condition employed by authors in the literature

to obtain our strong convergence result.

2. Preliminaries

In this section, we give some useful preliminary results which shall be used in estab-
lishing the convergence of our method in the sequel.

Lemma 2.1. [14] Let C be a closed convex of a real Hilbert space H. Then, the following
assertions hold:

(i) 〈u− PC [u], v − PC [u]〉 ≤ 0, ∀u ∈ H, v ∈ C.
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(ii) ‖PC [u]− PC [v]‖2 ≤ 〈PC [u]− PC [v], u− v〉, ∀u, v ∈ H.
(iii) ‖PC [u]− v‖2 ≤ ‖u− v‖2 − ‖u− PC [u]‖2, ∀u, v ∈ H.

Lemma 2.2. [20] Each Hilbert space H satisfies the Opial conditions, i.e., for any se-
quence {un} with un ⇀ u the inequality

lim inf
n→∞

‖un − u‖ < lim inf
n→∞

‖un − v‖ (6)

holds for every v ∈ H with v 6= u.

Lemma 2.3. [26] Let {bn} and {ϑn} be two nonnegative real sequences such that

bn+1 ≤ bn + ϑn, ∀n ≥ 1.

If
∑∞

n=0 ϑn <∞, then lim
n→∞

bn exists.

Lemma 2.4. [23] Let {an} be a sequence of non-negative real numbers, {κn} be a sequence

of real numbers in (0, 1) with conditions
∞∑
n=1

κn =∞ and ϕn be a sequence of real numbers.

Assume that

an+1 ≤ (1− κn)an + κnϕn, ∀n ≥ 1.

If lim supk→∞ ϕnk
≤ 0 for every subsequence {ank

} of {an} satisfying the condition
lim inf
k→∞

(ank+1 − ank
) ≥ 0. Then, lim

n→∞
an = 0.

Lemma 2.5. [27] Let C be a nonempty bounded closed and convex subset of a real Hilbert
space H. Let Γa := {T (s) : 0 ≤ s <∞} from C be a nonexpansive semigroup on C. Then
for all h ≥ 0,

lim
t→∞

sup
x∈C

∥∥∥1

t

∫ t

0
T (s)xds− T (h)

(1

t

∫ t

0
T (s)xds

)∥∥∥ = 0.

Lemma 2.6. [19] Let H be a real Hilbert space. Then, the following assertions hold:
(i) ‖u+ v‖2 ≤ ‖u‖2 + 2〈v, u+ v〉, ∀u, v ∈ H.
(ii) 2〈u, v〉 = ‖u‖2 + ‖v‖2 − ‖u− v‖2 = ‖u+ v‖2 − ‖u‖2 − ‖v‖2, ∀u, v ∈ H.

Lemma 2.7. [35] For each u1, · · ·, um ∈ H and η1, · · ·, ηm ∈ [0, 1] with
∑m

i=1 ηi = 1, the
following equality holds

‖η1u1 + · · ·+ ηmum‖2 =
m∑
i=1

ηi‖ui‖2 −
∑

1≤i≤j≤m
ηiηj‖ui − uj‖2.

3. The proposed method and some properties

In this section, we suggest and analyze our method for finding the common solu-
tions of (1) for pseudomonotone operators and common fixed point (5) of nonexpansive
semigroups. Let H be real Hilbert space, Let C be nonempty closed and convex subset of
H. Let Γ := {T (t) : 0 ≤ t < ∞} be one-parameter nonexpansive semigroups on H. Let
f : H → H a contraction mapping with constant k ∈ [0, 1). Let {αn}, {βn}, {δn}, {εn},
{tn}, {τn} and {ρn} are nonnegative sequences satisfying the following conditions:
(a) αn + βn + δn = 1, and lim infn→∞βnδn > 0;

(b) Let {εn} be positive sequence such that lim
n→∞

εn
αn

= 0;

(c) 0 < tn <∞;
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(d) αn ∈ (0, 1), lim
n→∞

αn = 0 and

∞∑
n=1

αn =∞;

(e)
∞∑
n=1

τn <∞, lim
n→∞

ρn = 0.

Assuming the usual conditions:
(C1) The feasible set C is nonempty closed and convex.
(C2) The operator F : H → H be pseudomonotone and L-Lipschitz continuous on H and

satisfies the following property: whenever {xn} ∈ C, xn ⇀ x∗, one has ‖F (x∗)‖ ≤
lim inf
n→∞

‖F (xn)‖.
(C3) The solution set Ω = Fix(Γa)

⋂
V I(C,F ) 6= ∅.

We propose the following algorithm for finding the common solutions of (1) and (5).
Algorithm 3.1.

Step 0. The initial step:
Given χ ∈ (0, 1), γ ∈ (0, 2), λ1 > 0, θ > 0, $ > 0, and let x−1, x0, x1 ∈ H be arbitrary.
Given xn−2, xn−1, xn.

Step 1. Choose θn and $n such that

θn :=

{
min

(
θ, εn
‖xn−xn−1‖

)
if xn 6= xn−1,

θ, otherwise.
(7)

And

$n :=

{
max

(
−$, −εn

‖xn−1−xn−2‖

)
if xn−1 6= xn−2,

$, otherwise.
(8)

Step 2. Set

an = xn + θn(xn − xn−1) +$n(xn−1 − xn−2),

and compute

zn = PC [an − λnF (an)],

if zn = an then stop, an is a solution of (1). Else, do Step 3.
Step 3. Compute

un = PQn [an − γλndnF (zn)],

where

Qn = {x ∈ H : 〈an − λnF (an)− zn, x− zn〉 ≤ 0},

dn :=

{
〈an−zn,vn〉
‖vn‖2 , if vn 6= 0,

0 otherwise.
(9)

vn = an − zn − λn(F (an)− F (zn)),

Step 4. Compute

xn+1 = αnf(xn) + βnun + δn
1

tn

∫ tn

0
T (s)unds.

Update

λn+1 :=

{
min

(
(ρn+χ)‖an−zn‖
‖F (an)−F (zn)‖ , λn + τn

)
if F (an) 6= F (zn),

λn + τn otherwise.
(10)

Set n := n+ 1 and go to Step 1.
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Remark 3.1. By condition (b), from (7) we we obtain

θn‖xn − xn−1‖ ≤ εn,
then

lim
n→∞

θn
αn
‖xn − xn−1‖ = 0 (11)

and

lim
n→∞

|$n|
αn
‖xn−1 − xn−2‖ = 0. (12)

Thus, there exist N1 > 0 and N2 > 0 such that

θn
αn
‖xn − xn−1‖ ≤ N1, ∀n ∈ N (13)

and

|$n|
αn
‖xn−1 − xn−2‖ ≤ N2, ∀n ∈ N. (14)

Lemma 3.1. [17] Assume that (C1)-(C3) hold and {an} and {zn} are sequences generated
by Algorithm 3.1. If there exists a subsequence {ank

} of {an} convergent weakly to a point
x̃ ∈ H and lim

k→∞
‖ank

− znk
‖ = 0, then x̃ ∈ V I(C,B).

To prove the global convergence for the proposed method, we need the following lemmas.

Lemma 3.2. Let {λn} be a sequence defined by (10). then, we have lim
n→∞

λn = λ, where

λ ∈
[

min
(
χ
L , λ1

)
, λ1 +

∞∑
n=1

τn

]
.

Proof. Since F is L-Lipschitz continuous, when F (an)− F (zn) 6= 0 we have

(ρn + χ)‖an − zn‖
‖F (an)− F (zn)‖

≥ (ρn + χ)‖an − zn‖
L‖an − zn‖

≥ χ

L
.

Hence, from the definition of λn+1, the sequence {λn+1} is bounded below by min
(
χ
L , λ1

)
and we have

λn+1 ≤ λn + τn ≤ λ1 +

∞∑
n=1

τn.

It implies that

min
(χ
L
, λ1

)
≤ λn ≤ λ1 +

∞∑
n=1

τn.

By Lemma 2.3, it follows that lim
n→∞

λn denoted by λ = lim
n→∞

λn exists. Clearly, we have

λ ∈
[

min
(
χ
L , λ1

)
, λ1 +

∞∑
n=1

τn

]
. ut

Remark 3.2. It follows from Lemma 3.2 and condition (e) that

lim
n→∞

(
1− (ρn + χ)λn

λn+1

)
= 1− χ > 0, (15)

there exists n0 > 0 such that for all n ≥ n0, we have 1− (ρn+χ)λn
λn+1

> 1−χ
2 > 0.
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Lemma 3.3. Let {xn} be a sequence generated by the Algorithm 3.1 and x∗ ∈ Ω.
Then we have ∀n ≥ n0

‖un − x∗‖2 ≤ ‖an − x∗‖2 − ‖an − un − γdnvn‖2

−γ(2− γ)

(
1− ρn+χ

λn+1

1 + ρn+χ
λn+1

)2

‖an − zn‖2. (16)

Proof. From (10) and Lemma 3.2 we have

‖vn‖ = ‖an − zn − λn(F (an)− F (zn))‖
≥ ‖an − zn‖ − λn‖F (an)− F (zn)‖

≥ ‖an − zn‖ −
(ρn + χ)λn

λn+1
‖an − zn‖

=

(
1− (ρn + χ)λn

λn+1

)
‖an − zn‖. (17)

From Remark 3.2 for all n ≥ n0, we have

‖vn‖ >
(1− χ)

2
‖an − zn‖. (18)

Since x∗ ∈ C ⊂ Qn, then by lemma 2.1 we have

‖un − x∗‖2 = ‖PQn [an − γλndnF (zn)]− PQn [x∗]‖2

≤ 〈un − x∗, an − γλndnF (zn)− x∗〉

=
1

2
(‖un − x∗‖2 + ‖an − γλndnF (zn)− x∗‖2 − ‖un − an + γλndnF (zn)‖2)

=
1

2
(‖un − x∗‖2 + ‖an − x∗‖2 − ‖un − an‖2 − 2γλndn〈un − x∗, F (zn)〉)

which implies that

‖un − x∗‖2 ≤ ‖an − x∗‖2 − ‖un − an‖2 − 2γλndn〈un − x∗, F (zn)〉. (19)

Since zn ∈ C, x∗ ∈ V I(C,F ) we have 〈F (x∗), zn − x∗〉 ≥ 0, and using the pseudomono-
tonicity of F, we get

〈F (zn), zn − x∗〉 ≥ 0.

This implies that
〈F (zn), un − x∗〉 ≥ 〈F (zn), un − zn〉. (20)

On the other hand, from un ∈ Qn, we have

〈an − λn(F (an)− F (zn))− zn, un − zn〉 ≤ 〈λnF (zn), un − zn〉.
Thus

〈vn, un − zn〉 ≤ λn〈F (zn), un − zn〉. (21)

From (18) for all n ≥ n0, we have vn 6= 0. This implies that

〈an − zn, vn〉 = dn‖vn‖2,∀n ≥ n0. (22)

Then for all n ≥ n0, we obtain

−2γdn〈vn, un − zn〉 = −2γdn〈vn, an − zn〉+ 2γdn〈vn, an − un〉
= −2γd2

n‖vn‖2 + ‖an − un‖2 + γ2d2
n‖vn‖2 − ‖an − un − γdnvn‖2

= ‖an − un‖2 − ‖an − un − γdnvn‖2 − γ(2− γ)d2
n‖vn‖2. (23)
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Using (20), (21) and (23), we get

−2γdnλn〈F (zn), un − x∗〉 ≤ −2γdnλn〈F (zn), un − zn〉
≤ ‖an − un‖2 − ‖an − un − γdnvn‖2 − γ(2− γ)d2

n‖vn‖2.
(24)

Putting (24) into (19), then for all n ≥ n0, we have

‖un − x∗‖2 ≤ ‖an − x∗‖2 − ‖an − un − γdnvn‖2 − γ(2− γ)d2
n‖vn‖2. (25)

From (10), we get

‖vn‖ = ‖an − zn − λn(F (an)− F (zn)‖
≤ ‖an − zn‖+ λn‖F (an)− F (zn)‖

≤ ‖an − zn‖+
λn(ρn + χ)

λn+1
‖an − zn‖

=

(
1 +

λn(ρn + χ)

λn+1

)
‖an − zn‖. (26)

Using the definition of vn, we have

〈an − zn, vn〉 = ‖an − zn‖2 − λn〈an − zn, F (an)− F (zn)〉
≥ ‖an − zn‖2 − λn‖an − zn‖‖F (an)− F (zn)‖

≥ ‖an − zn‖2 −
λn(ρn + χ)

λn+1
‖an − zn‖2

=

(
1− λn(ρn + χ)

λn+1

)
‖an − zn‖2. (27)

From (9), (26) and (27), then for all n ≥ n0, we obtain

d2
n‖vn‖2 ≥

(
1− λn(ρn+χ)

λn+1

)2

(
1 + λn(ρn+χ)

λn+1

)2 ‖an − zn‖
2. (28)

Combining (25) and (28), we get the assertion of this lemma. ut

Lemma 3.4. Let {xn} be a sequence generated by the Algorithm 3.1 and x∗ ∈ Ω. Then
{xn} is bounded.
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Proof. Since x∗ ∈ Ω by using condition (a), we obtain

‖xn+1 − x∗‖ =

∥∥∥∥αnf(xn) + βnun + δn
1

tn

∫ tn

0
T (s)unds− x∗

∥∥∥∥
≤ αn‖f(xn)− x∗‖+ βn‖un − x∗‖+ δn

∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− x∗

∥∥∥∥
≤ αn‖f(xn)− f(x∗)‖+ αn‖f(x∗)− x∗‖+ βn‖un − x∗‖

+δn

∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− x∗

∥∥∥∥
≤ αnk‖xn − x∗‖+ αn‖f(x∗)− x∗‖+ βn‖un − x∗‖

+δn

∥∥∥∥ 1

tn

∫ tn

0
T (s)unds−

1

tn

∫ tn

0
T (s)x∗ds

∥∥∥∥
≤ αnk‖xn − x∗‖+ αn‖f(x∗)− x∗‖+ (1− αn)‖un − x∗‖
≤ αnk‖xn − x∗‖+ αn‖f(x∗)− x∗‖+ (1− αn)‖an − x∗‖. (29)

On the other hand, from (13) and (14), we have

‖an − x∗‖ = ‖xn + θn(xn − xn−1) +$n(xn−1 − xn−2)− x∗‖

≤ ‖xn − x∗‖+ αn

( θn
αn
‖xn − xn−1‖+

|$n|
αn
‖xn−1 − xn−2‖

)
≤ ‖xn − x∗‖+ αn(N1 +N2). (30)

From (29) and (30), we have

‖xn+1 − x∗‖ ≤ αnk‖xn − x∗‖+ αn‖f(x∗)− x∗‖+ (1− αn)(‖xn − x∗‖+ αn(N1 +N2))

= (1− (1− k)αn)‖xn − x∗‖+ αn‖f(x∗)− x∗‖+ (1− αn)αn(N1 +N2)

≤ (1− (1− k)αn)‖xn − x∗‖+ αn‖f(x∗)− x∗‖+ αn(N1 +N2)

= (1− (1− k)αn)‖xn − x∗‖+ αn(1− k)
‖f(x∗)− x∗‖+ (N1 +N2)

1− k

≤ max
(
‖xn − x∗‖,

‖f(x∗)− x∗‖+ (N1 +N2)

1− k

)
. (31)

By induction on n, we obtain

‖xn − x∗‖ ≤ max
(
‖xn0 − x∗‖,

‖f(x∗)− x∗‖+ (N1 +N2)

1− k

)
, ∀n ≥ n0.

Hence {xn} is bounded and consequently, we deduce that {an}, {zn}, {un}, {f(xn)} are

bounded. ut

4. Convergence Analysis

We now begin to analyze the strong convergence of the proposed method. Note that
the proof of strong convergence result does not need the two cases approach used in the
literature.

Theorem 4.1. Let {xn} be a sequence generated by Algorithm 3.1. Then, the sequence
{xn} converges strongly to x̃ ∈ Ω, where x̃ = PΩ[f(x̃)].
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Proof. Let x̃ ∈ Ω. From the definition of an, we get

‖an − x̃‖2 ≤ ‖xn − x̃‖2 + ‖θn(xn − xn−1) +$n(xn−1 − xn−2)‖2 + 2θn‖xn − x̃‖‖xn − xn−1‖
+2|$n|‖xn − x̃‖‖xn−1 − xn−2‖

≤ ‖xn − x̃‖2 + θ2
n‖xn − xn−1‖2 +$2

n‖xn−1 − xn−2‖2 + 2θn‖xn − x̃‖‖xn − xn−1‖
+2|$n|‖xn − x̃‖‖xn−1 − xn−2‖+ 2θn|$n|‖xn − xn−1‖‖xn−1 − xn−2‖

= ‖xn − x̃‖2 + αnθn
θn
αn
‖xn − xn−1‖2 + 2αn‖xn − x̃‖

θn
αn
‖xn − xn−1‖

+αn|$n|
|$n|
αn
‖xn−1 − xn−2‖2 + 2αn‖xn − x̃‖

|$n|
αn
‖xn−1 − xn−2‖

+2αnθn
|$n|
αn
‖xn − xn−1‖‖xn−1 − xn−2‖

= ‖xn − x̃‖2 + αnqqn (32)

where

qqn = θn‖xn − xn−1‖
θn
αn
‖xn − xn−1‖+ 2‖xn − x̃‖

θn
αn
‖xn − xn−1‖

+|$n|‖xn−1 − xn−2‖
|$n|
αn
‖xn−1 − xn−2‖+ 2‖xn − x̃‖

|$n|
αn
‖xn−1 − xn−2‖

+2θn‖xn − xn−1‖
|$n|
αn
‖xn−1 − xn−2‖.

From (11) and (12) it easy to prove that

lim
n→∞

qqn = 0. (33)



92 Abdellah Bnouhachem

Then from Lemma 2.7, Lemma 3.3 and (32), we have

‖xn+1 − x̃‖2 =

∥∥∥∥αnf(xn) + βnun + δn
1

tn

∫ tn

0
T (s)unds− x̃

∥∥∥∥2

≤ αn‖f(xn)− x̃‖2 + βn‖un − x̃‖2 + δn

∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− x̃

∥∥∥∥2

−βnδn
∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− un

∥∥∥∥2

≤ αn

(
‖f(xn)− f(x̃)‖+ ‖f(x̃)− x̃‖

)2
+ βn‖un − x̃‖2

+δn

∥∥∥∥ 1

tn

∫ tn

0
T (s)unds−

1

tn

∫ tn

0
T (s)x̃ds

∥∥∥∥2

− βnδn
∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− un

∥∥∥∥2

≤ αn

(
k‖xn − x̃‖+ ‖f(x̃)− x̃‖

)2
+ (1− αn)‖un − x̃‖2

−βnδn
∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− un

∥∥∥∥2

≤ αn‖xn − x̃‖2 + αn

(
2‖xn − x̃‖‖f(x̃)− x̃‖+ ‖f(x̃)− x̃‖2

)
+ (1− αn)‖un − x̃‖2

−βnδn
∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− un

∥∥∥∥2

≤ αn‖xn − x̃‖2 + αn

(
2‖xn − x̃‖‖f(x̃)− x̃‖+ ‖f(x̃)− x̃‖2

)
+ (1− αn)‖an − x̃‖2

−(1− αn)‖an − un − γdnvn‖2 − γ(2− γ)(1− αn)

(
1− ρn+χ

λn+1

1 + ρn+χ
λn+1

)2

‖an − zn‖2

−βnδn
∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− un

∥∥∥∥2

≤ αn‖xn − x̃‖2 + αn

(
2‖xn − x̃‖‖f(x̃)− x̃‖+ ‖f(x̃)− x̃‖2

)
+(1− αn)(‖xn − x̃‖2 + αnqqn)− (1− αn)‖an − un − γdnvn‖2

−γ(2− γ)(1− αn)

(
1− ρn+χ

λn+1

1 + ρn+χ
λn+1

)2

‖an − zn‖2 − βnδn
∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− un

∥∥∥∥2

≤ ‖xn − x̃‖2 + αn

(
2‖xn − x̃‖‖f(x̃)− x̃‖+ ‖f(x̃)− x̃‖2 + qqn

)
−(1− αn)‖an − un − γdnvn‖2 − γ(2− γ)(1− αn)

(
1− ρn+χ

λn+1

1 + ρn+χ
λn+1

)2

‖an − zn‖2

−βnδn
∥∥∥∥ 1

tn

∫ tn

0
T (s)unds− un

∥∥∥∥2

(34)

Suppose that {‖xnk
− x̃‖2} is a subsequence of {‖xn − x̃‖2} satisfying

lim inf
k→∞

(
‖xnk+1 − x̃‖2 − ‖xnk

− x̃‖2
)
≥ 0. (35)
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From (34), we obtain

(1− αnk
)‖ank

− unk
− γdnk

vnk
‖2 + γ(2− γ)(1− αnk

)

1− ρnk
+χ

λnk+1

1 +
ρnk

+χ

λnk+1

2

‖ank
− znk

‖2

+βnk
δnk

∥∥∥∥ 1

tnk

∫ tnk

0
T (s)unk

ds− unk

∥∥∥∥2

≤ ‖xnk
− x̃‖2 − ‖xnk+1 − x̃‖2 + αnk

(
2‖xnk

− x̃‖‖f(x̃)− x̃‖+ ‖f(x̃)− x̃‖2 + qqnk

)
.

From above inequality and (35), and since lim
n→∞

αn = 0, we have

lim sup
k→∞

(
(1− αnk

)‖ank
− unk

− γdnk
vnk
‖2 + γ(2− γ)(1− αnk

)

1− ρnk
+χ

λnk+1

1 +
ρnk

+χ

λnk+1

2

‖ank
− znk

‖2

+βnk
δnk

∥∥∥∥ 1

tnk

∫ tnk

0
T (s)unk

ds− unk

∥∥∥∥2 )
≤ lim sup

k→∞

(
‖xnk

− x̃‖2 − ‖xnk+1 − x̃‖2 + αnk

(
2‖xnk

− x̃‖‖f(x̃)− x̃‖+ ‖f(x̃)− x̃‖2 + qqnk

))
= − lim inf

k→∞

(
‖xnk+1 − x̃‖2 − ‖xnk

− x̃‖2
)

≤ 0.

Recalling (15) and condition (a) we have

lim
k→∞

‖ank
− unk

− γdnk
vnk
‖ = 0,

lim
k→∞

‖ank
− znk

‖ = 0, (36)

lim
k→∞

∥∥∥∥ 1

tnk

∫ tnk

0
T (s)unk

ds− unk

∥∥∥∥ = 0.

From (9) by using Cauchy Schwartz inequality, we have dnk
‖vnk
‖ ≤ ‖ank

− znk
‖. Then

‖ank
− unk

‖ ≤ ‖ank
− unk

− γdnk
vnk
‖+ γdnk

‖vnk
‖

≤ ‖ank
− unk

− γdnk
vnk
‖+ γ‖ank

− znk
‖.

This implies that

lim
k→∞

‖ank
− unk

‖ = 0. (37)

On the other hand, from (13) and (14), we have

‖ank
− xnk

‖ = ‖θnk
(xnk

− xnk−1) +$nk
(xnk−1 − xnk−2)‖

≤ αnk

( θnk

αnk

‖xnk
− xnk−1‖+

|$nk
|

αnk

‖xnk−1 − xnk−2‖
)

≤ αnk
(N1 +N2).

Thus

lim
k→∞

‖ank
− xnk

‖ = 0. (38)
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Since

‖unk
− xnk

‖ ≤ ‖unk
− ank

‖+ ‖ank
− xnk

‖
It follows from (37) and (38) that

lim
k→∞

‖unk
− xnk

‖ = 0. (39)

Further, for all h ≥ 0, we see that

‖unk
− T (h)unk

‖ ≤
∥∥∥∥unk

− 1

tnk

∫ tnk

0
T (s)unk

ds

∥∥∥∥
+

∥∥∥∥ 1

tnk

∫ tnk

0
T (s)unk

ds− T (h)
( 1

tnk

∫ tnk

0
T (s)unk

ds
)∥∥∥∥

+

∥∥∥∥T (h)
( 1

tnk

∫ tnk

0
T (s)unk

ds
)
− T (h)unk

∥∥∥∥ . (40)

Using (36) and Lemma 2.5, we have

lim
k→∞

‖unk
− T (h)unk

‖ = 0. (41)

From the definition of xnk+1, we have

‖xnk+1 − xnk
‖ ≤ αnk

‖f(xnk
)− xnk

‖+ βnk
‖unk

− xnk
‖+ δnk

∥∥∥∥ 1

tnk

∫ tnk

0
T (s)unk

ds− xnk

∥∥∥∥
≤ αnk

‖f(xnk
)− xnk

‖+ (βnk
+ δnk

)‖unk
− xnk

‖

+δnk

∥∥∥∥ 1

tnk

∫ tnk

0
T (s)unk

ds− unk

∥∥∥∥ .
It follows from (36) and (39) that

lim
k→∞

‖xnk+1 − xnk
‖ = 0. (42)

Now, we prove that ωw(xn) ⊂ Ω, where

ωw(xn) = {x ∈ H : xni ⇀ x for some subsequences {xni} of {xn}}.

Since the sequence {xn} is bounded we have ωw(xn) is nonempty. Let x̃ ∈ ωw(xn).
Thus, there exists a subsequence {xnk

} of {xn} such that xnk
⇀ x̃ as k → ∞. Since

lim
k→∞

‖ank
− xnk

‖ = 0, we have that ank
⇀ x̃ as k →∞. In view of lim

k→∞
‖ank

− znk
‖ = 0,

it follows from Lemma 3.1 that x̃ ∈ V I(C,F ). Next, we show that x̃ ∈ Fix(Γ). Since
lim
k→∞

‖unk
− xnk

‖ = 0 (see(39)), we have unk
⇀ x̃ as k →∞. Now, for all r ≥ 0 we have

‖unk
− T (r)x̃‖ ≤ ‖unk

− T (r)unk
‖+ ‖T (r)unk

− T (r)x̃‖ ≤ ‖unk
− T (r)unk

‖+ ‖unk
− x̃‖.

It follows from (41) that

lim inf
k→∞

‖unk
− T (r)x̃‖ ≤ lim inf

k→∞
‖unk

− x̃‖.

By the Opial property of the Hilbert space H1 (see(Lemma 2.2)), we obtain that T (r)x̃ = x̃
for all r ≥ 0, which implies that x̃ ∈ Fix(Γ). Since x̃ ∈ ωw(xn), it follows that ωw(xn) ⊂ Ω.
Next, we show that

lim sup
k→∞

〈f(x̃)− x̃, xnk+1 − x̃〉 ≤ 0.
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Let a subsequence {xnkj
} of {xnk

} which converges weakly to some x̂ ∈ Ω, and such that

lim
j→∞
〈f(x̃)− x̃, xnkj

− x̃〉 = lim sup
k→∞

〈f(x̃)− x̃, xnk
− x̃〉.

Since {xnkj
} converges weakly to x̂ ∈ Ω and x̃ = PΩ[f(x̃)], it follows that

lim sup
k→∞

〈f(x̃)− x̃, xnk+1 − x̃〉 = lim sup
k→∞

〈f(x̃)− x̃, xnk
− x̃〉 = 〈f(x̃)− x̃, x̂− x̃〉 ≤ 0. (43)

On the other hand, since x̃ ∈ Ω it follows from Lemma 2.6 that

‖xnk+1 − x̃‖2 =
∥∥∥αnk

(f(xnk
)− f(x̃)) + βnk

(unk
− x̃) + δnk

(
1

tnk,1

∫ tnk,1

0
T (s)unk

ds− x̃
)

+αnk
(f(x̃)− x̃)

∥∥∥2

≤
∥∥∥αnk

(f(xnk
)− f(x̃)) + βnk

(unk
− x̃) + δnk

(
1

tnk,1

∫ tnk,1

0
T (s)unk

ds− x̃
)∥∥∥2

+2αnk
〈f(x̃)− x̃, xnk+1 − x̃〉

≤ αnk
‖f(xnk

)− f(x̃)‖2 + βnk
‖unk

− x̃‖2

+δnk

(
1

tnk,1

∫ tnk,1

0
‖T (s)unk

− T (s)x̃||ds
)2

+ 2αnk
〈f(x̃)− x̃, xnk+1 − x̃〉

≤ αnk
k‖xnk

− x̃‖2 + (1− αnk
)‖unk

− x̃‖2 + 2αnk
〈f(x̃)− x̃, xnk+1 − x̃〉. (44)

Using Lemma 3.3, (32) and (44), we get

‖xnk+1 − x̃‖2 ≤ αnk
k‖xnk

− x̃‖2 + (1− αnk
)‖ank

− x̃‖2 + 2αnk
〈f(x̃)− x̃, xnk+1 − x̃〉

≤ αnk
k‖xnk

− x̃‖2 + (1− αnk
)
(
‖xnk

− x̃‖2 + αnk
qqnk

)
+2αnk

〈f(x̃)− x̃, xnk+1 − x̃〉

≤ (1− (1− k)αnk
)‖xnk

− x̃‖2 + (1− k)αnk

(
qqnk

1− k
+

2〈f(x̃)− x̃, xnk+1 − x̃〉
1− k

)
= (1− σnk

)‖xnk
− x̃‖2 + σnk

(
qqnk

1− k
+

2〈f(x̃)− x̃, xnk+1 − x̃〉
1− k

)
where σnk

= (1− k)αnk
. Let ϕnk

=
qqnk
1−k +

2〈f(x̃)−x̃,xnk+1−x̃〉
1−k , it is easy to see that

∞∑
nk=1

σnk
=∞, lim

k→∞
σnk

= 0

and from (33), (43), we obtain

lim sup
k→∞

ϕnk
≤ 0.

Thus from (35) all the conditions of Lemma 2.4 are satisfied.

Hence we deduce that limn→∞ ‖xn− x̃‖2 = 0. Consequently, limn→∞ ‖xn− x̃‖ = 0. There-

fore, xn converges strongly to x̃. This completes the proof. ut
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