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A SELF-ADAPTIVE SUBGRADIENT EXTRAGRADIENT ALGORITHM
WITH INERTIAL EFFECTS FOR VARIATIONAL INEQUALITIES

Qiao-Li Dong!, Xiao-Huan Li%?, Tzu-Chien Yin®

In this paper, we introduce a new self-adaptive subgradient extragradient algorithm
with inertial effects for variational inequality, for which the stepsize is chosen by a new
way. The weak convergence of the algorithm is established. The numerical ezamples are
given which illustrate the efficiency and advantage of the proposed algo-rithms.
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1. Introduction

Let C be a nonempty, closed and convex set in a real Hilbert space H and f : H - H
be a given mapping. In this article, we consider the classical variational inequality (VI(C, f))

Find 2™ € C, such that (f(z*),z —2*) >0, VzeC. (1)

The theory of variational inequality has applications in many fields such as mathematical
economy, physics, society, and engineering, and provides a simple, natural and unified frame-
work for many issues, such as the minimization problems, fixed point problems, equilibrium
problems and so on, see [1,3,5,6,11,21,24-26, 29, 30,32-37,42-48, 50].

A great deal of projection methods for solving VI(C, f) have been studied (see, e.g.,
[4,8,10,13,14,17,27,38-41,49]), where the simplest one is

= Pc(:ck — Tf(xk))7 k>0 (2)

where 7 is some positive real number and P is the metric projection onto C' (see its definition
in Definition 2.1).

If f is Lipschitz continuous and strongly monotone, then the sequence {z*},cy gener-
ated by (2) converges to the solution of the problem (1). However, if the strong monotonicity
hypothesis reduces to the plain monotonicity, then the sequence may be divergent.

In order to deal with this situation, Korpelevich [16] proposed the well-known extra-

gradient algorithm
{yk = Pz, —7f (")),

3

" = Pe(ay — 71 (y")), @)

which is convergent when f is Lipschitz continuous and monotone. If C' is a general closed

and convex set, then a minimal distance problem has to be solved (twice) in order to obtain
the next iterate. This might seriously affect the efficiency of the extragradient method.
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To overcome this problem, Censor et al. [4] introduced a subgradient extragradient
algorithm which replaces the second projection onto C' of the extragradient method (3)
by a projection onto a specific constructible half-space Ty. The subgradient extragradient
algorithm is defined by

y* = Po(ak — 7 f(2F)),
TF .= {w e H|(z" — 7f(z") —y*,w — y¥) <0}, (4)
gt = Pr, (xk - Tf(yk))’

where 7 is a positive real number.

To accelerate the speed of the extragradient-type algorithms, the inertial extrapo-
lation technique was combined with the projection methods by some authors [7,9,31] for
solving the variational inequality problems. These inertial projection algorithms have excel-
lent numerical performance.

Recently, Thong and Hieu [27] proposed the following inertial subgradient extragra-
dient algorithm:

wh = P +Oén(xk -z
y* = Po(w® — 7 f(w")),
T, :={z € H|(w" —7f(w®) —y* = —y*) <0},

oM = Pr, (W~ Tf(y")),

kfl)

)

where T is a positive real number.
Thong and Hieu [28] also applied the self-adaptive technique to give the stepsize 7
which is the largest 7 € {7, 71,72, ...} satisfying || f (w*) — £ (y*)|| < p|lw*—y*|, I, n € (0,1).
Yang [31] introduced another self-adaptive technique as follows:

k. k2 k1l k2
= [ e i — st

Th,s otherwise,

(6)
where p € (0,1).

The main purpose of this article is to introduce a new inertial subgradient extragra-
dient algorithm, for which the stepsize is chosen through a different way from (6) and that
in [28].

This paper is organized as follows. In Section 2, we recall some definitions and
preliminary results used in the proof of the main results. Section 3 introduces an inertial
subgradient extragradient algorithm and shows its weak convergence. In section 4, we
provide two numerical experiments to illustrate the behaviors of the proposed algorithm
by comparing with other methods.

2. Preliminaries

We use 2 — = (zr — ) to indicate that the sequence (xj)ren converges weakly
(strongly) to x.

Let C be a closed convex subset of real Hilbert space H. Denote by N¢(v) the normal
cone ( [19], p.76) of C at v € C, i.e.,

Ne(w):={de€ H|{d,y —v) <0, VyeC}.
Recall that in a Hilbert space H
Az + (1= Nyl = Mz + (1= Nyl = A1 =Nz -yl (7)
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for all z,y € H and X € R (see Corollary 2.14 in [2]). There also holds
o +yl? < lz)* +2(y.a +y), Va,ye H. 8)

Definition 2.1. Let C be a closed convex subset of real Hilbert space H. Pg is called the
(metric or nearest point) projection from H onto C if for x € H, Pox is the unique
point in C' such that

e — Pox|| = inf{|lz — 2| : z € C}.

Lemma 2.1. Givenz € H and z € C. Then z = Pgx if and only if there holds the relation:
(x —z,y—2) <0, forallyecC.

Lemma 2.2 ( [4]). For any x,y € H and z € C, it holds
(i) [[Po(z) = Poy)ll < [l —yll;
(i) |Pe(e) - 2| < |}z — 2| — | Po(a) — o]
(i) [|Pe(z) — Pe)|* < (Po(x) = Po(y), = — y).
Lemma 2.3 ( [2]). Assume that {uy}, {vg} and {ax} are three sequences in [0,00) such
that
(1) wpg1 — ur < ag(ur — uk, ) + v for all k > 0;
(i) 0 < ax < a(Vk > 0) for some o € (0,1);
(iil) Yoo vk < oo
Then limy_, oo up, exists.

Lemma 2.4 ( [20]). Let f : H — H be a monotone and L-Lipschitz continuous mapping.
Assume that the sequence {x*} C H satisfies 2% — u' and 2% — Po(I — 7f)2* — 0(1 > 0).
Then u' € SOL(f,C).

Lemma 2.5. (Opial’s lemma) Let C be a nonempty set of H and {x*} be a sequence in H
such that the following two conditions hold:
(i) for every u € C, limy_o ||2* — u|| exists;
(i) wy(z*) C O.
Then {z*} converges weakly to a point in C.
3. The main results

In this section, we introduce a new self-adaptive inertial subgradient extragradient
algorithm and establish its weak convergence.

We firstly impose the following assumptions on the variational inequality.
Condition 3.1 The solution set of (1), denoted by SOL(C, f), is nonempty.
Condition 3.2 The mapping f is monotone on H, i.e.

<f(CE) 7f(y)ax7y> Z Oa Vx,y €H.
Condition 3.3 The mapping f is Lipschitz continuous on H with constant L > 0, that is,

(@) = FWll < Lllx = yll, Y,y € H.

3.1. Algorithm
Now we present the self-adaptive inertial subgradient extragradient algorithm.
Algorithm 3.1.

Initialization: Let {aj} be a sequence in [0, 00). Let u,l € (0,1), 0 > 0 and zg,2_1 € H
be arbitrary.

Iterative Steps: Assume that z* has been given. Calculate 2*+! as follows:
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Step 1. Compute

wk — .%‘k +Ozk<3;‘k _ xk—l)’
and
y* = Po(w® — m f(w)), (9)
where 7, is the largest 7 € {0, 0l,0l?, ...} satisfying
7l f (@) = FP) < pllw® —y]. (10)

If 4* = w” then stop. Otherwise, go to Step 2.
Step 2. Construct the half-space
Ty, == {z € H: (w" —ym, B f(w*) — y*, 2z — y*) < 0}
and compute
e = P (w* —ynBif (")), (11)

where 7 is a positive real number and

(W, y*) /[l d(w®, y*) |12, if d(w®,y*) # 0,

Br = 1
(1—p)*’

12
if d(w®,y*) =0, (12)

and
p(w®, y*) = (W —y*, d(w", y")),
and
d(w", y*) = (w" —y*) = 7 (f(w") = F(y")).
Let k:= k + 1 and return to Step 1.

Remark 3.1. We have the following remarks for the stepsize and the inertial parameters
Q.
(i) The stepsizes in y* and z*! in Algorithm 3.1 are different and the choice of the
stepsizes of our algorithm is different from (6) and that in (5).

(ii) By (10), it is easy to show that %l <7 <o.
(iii) In Algorithm 3.1, {aj}ren is assumed to be nondecreasing with a3 = 0 and satisfy
0 < ap < a < /5 —2. The parameters ; and « satisfy the following inequality

(1 — p)?(1 — 4o — @® — 20)

0 < 13
ST ap "
2
where § € (O, 1_4#
From (13), it is easy to verify that
Vi (1 —4a —a? —20)
0< < < 1. 14
—pF = a-ap "

Remark 3.2. By Lemma 2.1, we know that w' € SOL(C, f) & w' = Po(w' — 7f(w"))
for some T > 0. Thus, if at some iterative step w* = y* = Po(w* — 7 f(w")), then
wk € SOL(C, f).

Remark 3.3. We assume that f is L-Lipschitz continuous. However, the information of L
18 mot necessary priority to be known. That is, we need not to estimate the value of L.

Lemma 3.1. Let {8k }ren be generated by (12). Under the Condition 3.2, it holds
1

e

(15)
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Proof. By the monotonicity of f, we have
(fw") = f(y*), w* ") > 0.
Using Condition 3.2 and the definition of d(w*,y*), we obtain
p(w®,y*) =(d(w", y*), w* — ")
=(w" —y* W’ — ") — T (f (") = F(y"), 0" = oF) (16)
<[w® =¥,

and
ld(w”, y*)II* = l(w* —y*) = 7 (f(w*) = F(*)II7
= [lw* = "> + 72N f (") = FEOIP = 2m(f (@) = ("), w* = F)
> Jlw® = gFI1P + 7N f (") = FGOIP = 27l £ (w*) = O Hlw® =% (17)

)
= (lw" = "I = 7l f (w") = £
> (1= )|l =¥
From (16) and (17), (15) follows. O

3.2. The convergence analysis
We present some convergence results for Algorithm 3.1 as follows.

Lemma 3.2. Let u € SOL(C, f) and {x*}ren be the sequence generated by Algorithm 3.1.
Then, under Conditions 3.1, 8.2 and 3.3, we have

e e Y e et
Proof. Applying Lemma 2.2(ii) to (11), we obtain
2"+ —u? < [l = 7B f (") = ull? = w® = ymBif (y*) — 2"+

= [ = ul|* = 2ymBi(w”® — u, f (")) + P78 F (PP
= [lw® = 2P 29m B w® — 2 F(F) — P BRILF ()P

= [ —ull® + 2ym B (u — 2, F(yF)) — [ — 2P

= w® —ul® + 2y Bk (u = o*, f(y") = f(w)) — [ — 22
+ 297w — y*, f(w) + 29meBi(y” — 2 F(yF)).

Since f is monotone, (u — y*, f(y*) — f(u)) < 0. Noting that u € SOL(C, f) and y* € C,
we deduce that (u — y*, f(u)) < 0. It follows from (18) that

2"+ — ] <l — ] — [Jw® = 22+ 2y y® - 2 F(yF))
= [ —ul? = [lw* = y* + " =P - 2ym B (y* - 2 F (YY) (19)
= w® —u® = w* — ¥ 2 = 2(w* — ¥,y -2t — [yt — P2
+ 29y — 2" ("))
By the definition of T}, and z**! € T}, we have
(w* —ym. By f(w) — y*, 2™+ —yF) <0,

(18)

which implies that
(Wh — ¥y — 2P > B (f(wF), yF — 2P, (20)
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By virtue of (19) and (20), we obtain
2"+ —ul|? < flw® =l = = y* ) = 2ym B (f ("), y* — 2™
= ly* = P+ 2ym B y® — 2t ()
< lw* =l + 297 B (y* — 2, F(y7) = F(w®))
e e
In the light of (10), we deduce
29781 (y* — & F(YF) = F(w®)) < 298mel F(y") — FwP)lly* — 2|
< 2yBpeplly” — w* Iy — Y|
< Benlly® — w*|? + yBrpllyt — 2.
This together with (21) implies that
2"+ =] < Jlw”* =l +yBeplly” — w* (| + Buly® — 2
R Tl & (22)
= [ —ul* = (L = yBep)l|w* — "2 = (1 = B [|lz™+ — ¢

By the mean value inequality and the trigonometric inequality,

(1 —Bkp)
2"+ — ul|® <[lw* —ul® - f(l\wk — | + [l = yF))?
(23)
<||wk _ u||2 _ (1 - V/Bk/f") ||l‘k+1 _ wkHQ
- 2
Combining (15) with (23), we have
1 TH k+1 k2
o+t = ul? <t~ f? - 5 (1 )l =t (24)
2 (1—p)?
The proof is complete. O

Theorem 3.1. Assume that Conditions 3.1, 3.2 and 3.3 hold. Then the sequence {x*}1en
generated by Algorithm 3.1 converges weakly to SOL(C, f).

Proof. From the definition of w*, we have
ka+1 _ wkHQ :ka+1 _ (mk + ak(ack _ xkfl))”2
:ka o :L'k+1H2 _’_aiHmk o l’k+l||2 +2ak<mk o mk+1,xk o (Ek_1>
>(1 = ag)| 2" = 2M|® + (af — )|z — "2
Using (7), we obtain
lw® =l = (1 + ap)lla” — ul® = aplla" = ul® + ar(1 + a)l|l2* — 272,

Then, from (14) and Lemma 3.2, we get

<1+ ) — ull? = allet ™ — ull? + ar(1 + ag)[a* — F 2

I SR T aMlzE T — 2F 2 4 (02 — an) ek — 2F 12
(1 227 ) [0 - et =12+ 0 — et — a4

<(L+ ap)llz® —ul® = aplla®t —ull® = Glla™H = 2F|® + gefla® — 2

(25)

where

Gk = % (1 - (WLQ) (1—-ax) >0, (26)
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and

&k = ap(l+ ax) — % (1 - (11[;)2) (af —ax) > 0. (27)

Leth:%<1— a Z“) ) By (13), it is easy to show

G — &pr1 =h(1 — ag) — a1 (1 + apqr) + h(af g — agg1)

>h(1 = ags1) = a1 (1 + @) +h(adyg — aria)

=h(1 - ak+1) — Qpp1 — gy

>h(1 —a)? —a—a? (28)
1 1 1

>(= — 20— za?) — ~(1—a)2—H
2 2 2 (1-p)2

>0.

We define the sequence, for all k > 1,
T8 = fo? —l® — a2 —ul® + & la® — 2% (29)

Using the monotonicity of {ag}r>1, we get

R TP <P — wf? — g2 — ul|® + &g [l2 = 22
— [l —ull® + gl —ul? = &2t — 22
=[|2* =l — (1 + ap)[|2* — ul]® + apllz* " — ul|®
+ & [l — M) = gflat — 2P (30)
< — Gellz* Tt — 2P| + G |l2HT — 2R
— (G = &)l — 22

o 5”xk+1 7$k||2 < 0.

Hence, {T'*} is a monotone decreasing sequence.
According to (29), we get

l=* = ul]* < g fla* " — wl® + T

< CYH(Ek_l _u||2 +F1

S e (31)
<af||2® —ulP+ 14+ a4+
1
< a2 — | + 17111.
Note that
DR = [ —u? = agga [l = wl® + &g ™ = 2®|2 (32)

> —agya |2’ —ul?.
Combining (31) and (32), we deduce

«
SIS ot = ul? < allet — ul? < 0P — a4 2T
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This together with (30) implies that
52 ”xk+1 _ Ik”Q < Z(Fk _ FkJrl) — 1l k1
k=1 k=1

) 1

< az—&-leO _ u||2 + Fl

l-«a

0 2 L

< lo® —wlf? + —T1.

l-«o

which implies that

>t = 2b)? < 0. (33)
k=1
Therefore,
. k+1 _ k||
Jim [ z®|| = 0. (34)
Note that
[w® — 2| = [lax(a® — 2" < aglla® — 27| < alla® — 2. (35)
By (34) and (35), we derive
lim |[z* — w|| = 0.
Jim |z —wt]} =0 (36)

By the definition (27) of &, there exists a positive constant £ such that &, < € for all & > 0.
From (25), we have

[+ —ul? < (14 ) l2* — ul® — el — ul]? + Eella — 212
< (U4 @)l = ul® - aglla ! =l + ot — 2+ 1P,
It follows that

" = ulf® — fla* — u]® < ar(lla® —ul® — [|l2" 7" —ulf?) + Ela* — 2" (37)

Applying Lemma 2.3 to (37), we deduce that the limit limj_, . ||#% — u|| exists. Thus, the
sequence {z*} is bounded.
From (22), we obtain

(1 = ypBi)llw® = yF|? < [lw® —ul|® — 25 — u?

(38)
< Jlw® = 25 (" = alf + (|25 ).

—da—a?— —da—a’—
By (14) and (15), yufy < U972 < 1. Thus, 1 —qufy > 1 — $=35=0220) 5 0,
Thanks to (34) and (36), limy_ 0 [|[w — 2*F1|| = 0. At the same time, {||w* — u|} and
{||z* — ||} are all bounded. Therefore, from (38), we get

li k_ k = 0.
Jim flw® —y* =0 (39)

Let u' € wy(zy,). There exists a subsequence {x*} C {2*} such that 2% — wuf. Thus,
wk — T due to (36). Applying Lemma 2.4 to (39), we conclude that uf € SOL(f,C).
Hence, limy_,o ||2% — uf|| exists. Therefore, by Lemma 2.5, we deduce that x* weakly
converges to an element in SOL(f,C). The proof is completed. |
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4. Numerical illustrations

In this section, we provide two numerical examples to show the practicability and
the advantage of our proposed algorithm by comparing it with Algorithm 1 in [22] and
Algorithm 3.1 in [23].

In numerical results listed in the following tables, ‘Iter.” and ‘Sec.” denote the number
of iterations and the cpu time in seconds, respectively.

We take o = 0.1 in these Algorithms and o = 0.2 in Algorithm 3.1 and Algorithm
1 in [22]. Take v = 0.9 and p = 0.5 in Algorithm 3.1 and choose p = 0.5 in Algorithm 3.1
in [23]. Set { = 0.01 in Example 4.1 and [ = 0.01 in Example 4.2, respectively.

Example 4.1. Let the operator f(z) := Mz + ¢, x € R™. This example is taken from [12]
and has been considered by many authors for numerical experiments (see, for example,
[15,18,23]), where

M =BBT + F+ D,

and B is an m X m matrix, F' is an m X m skew-symmetric matrix, D is an m X m diagonal
matrix, whose diagonal entries are nonnegative (so M is positive semidefinite), ¢ is a vector
in R™. The feasible set C' C R™ is a closed and convex subset defined by C := {z € R™ :
Qx < b}, where @ is an I X m matrix and b is a nonnegative vector. It is clear thatf is
monotone and L-Lipschitz-continuous with L = ||M]|. Let ¢ = 0. Then, the solution set
I .= {0}.

102
¥ —— Algorithm 3.1
10 = = = Algorithm 1 in [22] i
10 Algorithm 3.1 in [23]
10° F E

I I I N I I i
0] 1000 2000 3000 4000 5000 6000 7000 8000
n

F1cURE 1. Comparison of Algorithm 3.1 and Algorithm 1 in [22] and Al-
gorithm 3.1 in [23].

Take ||z¥|| < 1075 as the stopping criterion in Table 1. Figure 1 and Table 1 show
that Algorithm 3.1 is better than Algorithm 1 in [22] and Algorithm 3.1 in [23] in the number
of iterations and the cpu time.

Next we give an example in an infinite dimensional Hilbert space.
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m | Algorithm 3.1 Algorithm 1 in [22]  Algorithm 3.1 in [23]
Iter. Sec. Iter. Sec. Iter. Sec.

20 | 2545 0.304765 3517 0.453531 5025 1.016516
30 | 2520 0.378789 3743 1.895805 6839 3.411048
40 | 2523 0.436611 4621  2.439548 20891 12.074621
50 | 2219 1.366350 - - 42706 38.102084

TABLE 1. Comparison of Algorithm 3.1 and Algorithm 1 in [22] and Algo-
rithm 3.1 in [23] for different m.

Example 4.2. Suppose that H = L?([0,1]) with norm ||z|| := (fo | (¢ |2dt> and inner

product (x,y) fo t)dt, z,y € H. Let C :={x € H : ||z|| < 1} be the unit ball.
Define an operator A: C’ —> H by
1
A(z)(t) = / (z(t) — F(t,s)f(z(s)))ds + g(t), =eC,tel0,1], (40)
0
where . .
2tse'T? 2te
F(t,s) = ——, xr) =coswz, t) = ——.
(t5) = . @ o) = ———
A is monotone and L-Lipschitz-continuous with L = 2 (hence uniformly continuous) and
I = {0}.
10°
= Algorithm 3.1
= = = Algorithm 1 in [22]
Algorithm 3.1 in [23]
10° | 1
g 107 J

10-10

10-15
140 160 180 200

FIGURE 2. Comparison of Algorithm 3.1 and Algorithm 1 in [22] and Al-
gorithm 3.1 in [23].

Take ||z*|| < 1075 as the stopping criterion in Table 2. Figure 2 and Table 2 illustrate
that Algorithm 3.1 is better than Algorithm 1 in [22] and Algorithm 3.1 in [23].
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(1]
2]

(3]

(4]

(10]
(11]

(12]

(13]
(14]
(15]
(16]
(17]
(18]
(19]
20]
(21]

(22]

Algorithm 3.1 Algorithm 1 in [22]  Algorithm 3.1 in [23]

2°(t) | Tter. Sec. Iter. Sec. Iter. Sec.

1 84  0.159966 124 0.163477 186  0.246614
% 83  0.163891 124 0.171908 189  0.271120
t2 83  0.167847 125  0.187206 193 0.266201

o

e 85 0.186619 127 0.189535 183  0.281754

TABLE 2. Comparison of Algorithm 3.1 and Algorithm 1 in [22] and Algo-
rithm 3.1 in [23] in different initial point.
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