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A REDUNDANT AIRCRAFT ATTITUDE SYSTEM BASED ON
MINIATURISED GYRO CLUSTERS DATA FUSION BY
USING KALMAN FILTERING

loana Raluca EDU', Teodor Lucian GRIGORIE?, Andreea-Citlina ENACHE?,
Florin ANCUTA®, Costin CEPISCA’

The paper presents a redundant strap-down attitude system which uses three miniaturized
gyro sensors linear clusters in the detection unit. The data from the sensors in each of the three
clusters are fused by using a Kalman filter, in order to improve the useful angular speed signal
measured by the detection unit. In the paper are successively exposed the data fusion algorithm
and the theoretical background of the attitude system. Finally, is shown the Matlab/Simulink
software implementation and experimental validation of the redundant inertial attitude system.

Keywords: Strap-down inertial navigation system, redundant attitude system,
data fusion, Kalman filtering, experimental validation

1. Introduction

By using theories and calculations related to inertial navigation systems,
the corresponding data for the movement of a vehicle as position, velocity and
attitude are obtained. In the simple case of mono-dimensional movement, inertial
navigation technique consists in the measurement the total acceleration on board
of the vehicle followed by its numerical integration, in order to determine the
vehicle speed and position relative to the initial point. On the other way, in
aeronautics, inertial navigation systems (INS), besides the speed and position of
the vehicle have to provide to the pilot information related to the aircraft attitude
relative to the local horizontal plane, in terms of yaw, roll and pitch angles. Also,
all the avionics systems, the autopilots, the navigation system and the weapons
system, are based on a correct and accurate calculation of these angles. Therefore,
to monitor the aircraft movement in a three-dimensional space by using such an
inertial technique, two basis information are needed: the linear acceleration and
the angular speed of the moving vehicle relative to the navigation frame,
considered as inertial for the developed application. The used instruments used for
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the acceleration and angular speed detection are accelerometers, and gyros,
respectively [1]-[8].

In a simplified manner, the INS theory consists in the next three steps: 1)
Once angular speed detected, by using an inertial attitude system the attitude
angles are calculated and the Direction Cosine Matrix (DCM) relating the vehicle
and navigation frames is estimated; 2) The measured linear acceleration
components in vehicle frame are converted in navigation frame by using the
currently estimated DCM; and 3) The new obtained values of the vehicle linear
acceleration in navigation frame are numerically integrated and, based on the
initial values of the vehicle speed and position, its current speed and position are
obtained. In reality, the things are a little beat complicated due to the errors
appearing in the system, which necessitate special numerical algorithms for
estimation and compensation. The positioning errors with INS result from the
partial knowledge of the initial conditions, from the inertial system’s numerical
calculus and from gyros and accelerometers errors. Whatever the cause of the
inertial sensor errors, the result is parasitizing of the useful signal obtained from
the sensor output, signal that is then provided to the navigator.

The gyro sensors errors, firstly reflected in the measured values of the
angular speed components, have a bigger impact both at the level of rotation
movement and at a level of translation movement monitoring, while the
acceleration sensors errors, reflected in the measured values of acceleration
components, are visible only at the translation movement level [1]-[10]. The gyro
sensors errors, firstly reflected in the measured values of the angular speed
components, have a bigger impact both at the level of rotation movement and at a
level of translation movement monitoring. The acceleration sensors errors,
reflected in the measured values of acceleration components, are visible only at
the translation movement level [1]-[10]. In other words, the inertial sensors’
accuracy has a main role in the navigation system’s precision.

From the point of view of the sensors, the INS have evolved from the low
accuracy, electro-mechanical inertial sensors that guided the first V2 rockets, to
the solid-state sensors of today, built in MEMS (micro-electro-mechanical
sensors), NEMS (nano-electro-mechanical sensors), MOEMS (micro-opto-
electro-mechanical sensors) or NOEMS (nano-opto-electro-mechanical sensors)
technologies. Thus, for many applications, the oversized and expensive classical
inertial measurement units (IMU) were replaced with low-cost and low-
dimensions ones. Unfortunately, these size and cost related advantages, brought
by the miniaturized inertial sensors, were impaired by the obtaining of poor
performance in terms of noise density, bias and scale factor stabilities [11]-[17].

Because of the spectral overlapping of the noise generated by the inertial
sensors with the frequencies considered as a part of the real movement of the
monitored vehicle, the sensors output signal filtering under the 100 Hz
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frequencies is not recommended [4]-[6]. The actual researches in the domain are
looking for different methods to remove or limit this noise, by using or not of
another navigation system which aid the INS, the statistical methods having the
largest impact on this study achievement [1]-[8]. Following these research
tendencies in the field, our research team started a project which aims to develop
some high-precision strap-down inertial navigators, based on the connection and
adaptive integration of the nano and micro inertial sensors in low cost networks,
with a high degree of redundance. In this way, were conceived and implemented
software some algorithms to statistically fuse the data from miniaturized inertial
sensors, organized in redundant networks, in order to obtain high performance and
redundant IMUs. In the current phase, the project activities focus to the
integration of the developed sensors data fusion algorithms with different types of
inertial navigators IMUs.

This paper presents such a redundant strap-down inertial attitude system
based on miniaturized gyros clusters data fusion by using Kalman filtering.

2. Data fusion algorithm

The presented data fusion algorithm is based on the idea of building
redundant linear clusters of miniaturized gyro sensors in the same attitude system
of the inertial navigator, followed by each gyro cluster data fusion with a Kalman
filter. The resulted structure provides to the inertial navigator the advantage to
have a redundant attitude system in terms of gyro detection unit, and, in the same
time, offers a significant improvement of the angular speed detection accuracy.
Such a redundant cluster of sensors supposes the mounting of several gyro sensors
on each of the three axis of the strap-down detection unit in the navigator as in
Fig. 1.
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Fig. 1. Redundant structure of the attitude system containing three gyros clusters
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The data fusion algorithm was proposed and presented by the authors in
the paper at the reference [18]. According to its generalized form, each of the
three used gyro sensors linear clusters contains n collinear sensors, which provide

independent estimates Z, (i =1,_n) of the same angular speed X applied on
respective axis. The n independent measures z; (i = I,_n) , obtained from the gyro
sensors, are object of the sensors internal errors, and are characterized by the

o’ (i =1,n) variances.
According to [18], if X is considered to be the system-state desired to be

estimated, then the filter should give an X estimate of the X quantity starting
from the system’ equations:

[Xk]z[xk—1]+[wk], (1)
—— — ——
(ax1) (ax1) (ax1)
Zy, 1 Vik
Zig | = | 1| - [XI+]| Vik |[»1=1n. 2
——
(1x1)
an _1_ Vnk
L=nk | L i

[z (nx1y  [HelxD [vil(nx1)

[w,] and [v,] are uncorrelated zero-mean Gaussian white noise characterizing

the process noise, respectively the measurement noise, and having the normal
probability distributions given by equations

pP(w, D) ~ N(O,[Q D), P([vy 1)~ N(0,[R,]); 3)
[Q,] and [R, ] are the covariance matrices of the two noises.
The associated Kalman fusion algorithm is given with the expressions

[18]:
1) Time update
- a priori state estimate:
[X ]=[X1 ], “4)
—_
(Ix1) (Ix1)
- a priori estimate covariance:
[P 1=[R1+[Q], 6]

— — —
(Ix1) (1x1) (Ix1)

2) Measurement update:
- optimal Kalman gain:
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[K1=[R ] H;]'{[Hk]' P 1 HII]+[Rk]}_]a (6)
—_ —_ = —_ = = —_—
axn (ax1)  (Ixn) (nx1)  (x1)  (Ixn) (nxn)

- a posteriori state estimate:

[X =X ]+ [K ][z J-[H ] [X ] (7
— —— — —— —_—
(1x1) (1x1) (Ixn)  (nx1) (nx1) (Ix1)

- a posteriori estimate covariance:
[P]={-[K]-[H ]} [P, (3)
—— —_—

—
(Ix1) (Ixn)  (nxl) (1x1)

The Kalman gain matrix has the expression:
[Kd=[Ky - Ky - Kyli=Ln, )

and, because the measures z,,7,,...,z, are independent and the noises v, (i =1,n)

are uncorrelated, the [R, ] matrix results with the form:

(62 - 0 0
[Rk]: 0 Gizk 0 |,i=Ln. (10)
0 0 Gy

It is very well known that the quality of the estimation procedure in the
Kalman filter strongly depends by the priori noise statistics quality. Usually, the
Kalman filter formulation assumes complete a priori knowledge of the process
and measurement noise covariance matrices [Q, ] and[R, ]. In our application we

estimated firstly the process noise covariance matrix [Q, ] and used continuously
the obtained value, while for the measurement noise covariance matrix [R,] we

proposed a method to be on-line dynamically adjusted. In this way, we used a
buffer in order to have data for each gyro cluster in repeated frames format. If m is
the number of samples provided by each of the n gyro sensors in a second, then by
using a FIFO (first in first out) buffer we generated data frames of m consecutive
samples. Also, we established that two consecutive generated data frames should
be superposed with (m-1) samples. For each data frame, the variances of the

independent measures z; (i =1,n) were calculated with equations:

m

o2 (k)=o7, = %Z[zik —z, =), (1)
k=

Y1z, - 2,0 =
k=1

3 |-
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where: z,(k) = z,, is the k™ measure from the i gyro sensor and corresponds to
the k™ data frame; o7 (k) = o7, is the variance of the measure z, for the k™ data
frame and will be used in “data fusion” for the next data frame; 7,(k) =z, is the

arithmetic mean of the m samples acquired from the i™ gyro sensor in the k™ data
frame.
The data fusion algorithm block diagram can be organized as in Fig. 2.
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Fig. 2. Block diagram of the data fusion algorithm
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3. Attitude system theoretical background

As we already stated, the determination of an aircraft flight attitude by
using inertial techniques involves the determination of the roll, pitch and yaw
angles from the navigation data acquired from a gyro triad. The actual inertial
navigation systems use the strap-down configuration, having the advantage of
miniaturization, which makes it ideal for use in all types of applications vis-a-vis
of the other inertial technique based on the using of a gyro-stabilized platform.
From the point of view of strap-down architecture, two methods for determining
the attitude are known: the attitude quaternion method and the matrix method.
However, both of them lead in the end to the achievement of the attitude matrix
characterizing the transition between the vehicle frame and the navigation frame.
Obtaining the final attitude matrix involves the numerical integration of the
differential Poisson attitude equation, in one of its two forms, the matrix or the
quaternionic one [1]-[8].

The two attitude representations are absolutely equivalent, but the
numerical integration of the quaternionic form has several advantages related to
the presence of only four parameters linked by a single constraint condition in the
ortho-normalization process, compared with the matrix parameterization, which
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involves the presence of nine parameters bound by three orthogonality conditions
and three normality conditions. Moreover, the attitude matrix ortho-normalization
involves the existence of an iterative algorithm, which complicates to some degree
the numerical calculation. Therefore, the usual recourse is made to the numerical
integration of the Poisson quaternionic attitude equation [19]. The attitude system
inputs are the values of the angular speed components o,,®,,», measured using

the strap-down gyro triad and the initial values of the roll, pitch and yaw angles.
In the numerical attitude algorithm both the attitude quaternion and the DCM R/,

that switches between the local horizontal frame and the vehicle frame, are
involved. The quaternionic differential Poisson attitude equation to be integrated
has the form [1]-[8], [19], [20]:

0 0, -0, o0q

. 1|, O o, o, |q

Q=3 N bl (12)
my — @, o, || d;
-0, -0, -0, 0 1aq,

o> 9;> 0, and ¢, are the components of the attitude quaternion Q. After Wilcox
([19], [20]), the new values of these components (at the timet, ) are derived from

theirs past values (at the time t) by using the next equation:

q, C, SnAd, (L) —S,Ad,(t,) S,Ad,(t)]q,
4| | —SaAd,(t,) C, SpAd, (L)  S,Ad,(t,) | g,
G | | SwAd,(t,) —S,Ad,(t,) C, S.Ad,(t) g, |
o), [~SnAd,(t) —S,A0,(t) —S,A0,()  C,  |a, |
(13)

where C, S, are the m-order development coefficients of the Wilcox algorithm
(Table 1 [19], [20]). The angular increments of the roll, pitch and yaw axes (
Ad,, A, Ad,) in equation (13) are calculated with the relations:

8y ()= [, (t,)dt = @, (6 )t ~t,) = 0, (t,)AL

n
trw-l

Ad, (t,) = [o,t,)dt = o, ), ~t,) = o, )AL, (14)

n

n+l

A(I)z(tn) = sz(tn )dt = (’Oz(tn)(tml _tn) = ('oz(tn )At’
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which consider that the gyro readings o,,®,,w, are constant over a time
integration step At=t_,, —t . Also, the norm ¢,, which characterizes the total

angular increment over a time integration step and influences the C, and S

m

coefficients values, results with the equation:

do(t,) = /A (t,) + Ad2 (t,) + Ad2(t,). (15)
As a consequence, the expressions of the new attitude quaternion components are:
q,(t.) =Cra,(t,) + 5,49, (t,)q, (t,) =S, A0, (1,)0; (L) + S, Ad, ()0, (L)),
0, (L) = =SpAd, (t,)a, (t,) + C 0, (t,) + S, Ad, ()05 (t,) + S, A0, (t,)0, (L),
05 (t.1) = Sp A0, (8,)0, (1)) = S A, (8,0, (1) + Cra5 (8,) + S, A0, ()G, (&, ),
o (t) = =S, A0, (1,0, (t,) = S, A, ()0, (t,) = S, A0, ()05 (L) + C g, (L)
(16)
Due to the numerical truncation, the new obtained attitude quaternion
doesn’t respect the ortho-normalization condition. Therefore, an ortho-
normalization step is required. According to the literature ([1]-[8], [19], [20]) the

new quaternion components values respecting the ortho-normalization condition
may be calculated with the equations:

ql (tn+] ) qz (tn+| ) q3 (tn+] ) qO (tn+l )
t = t = t = t =
qlortho( n+1) ‘Q(tml) > qunho( n+1) ‘Q(tml) H q;ortho( n+1) ‘Q(tml) H q00rtho( n+1) ‘Q(tnﬂ) >
(17)
where the norm |Q(tn+l )| results from equation:
Qta ) = V8 ) + &7 () + B () + & ) (18)
Table 1
Coefficients of the Wilcox algorithm
m C. S,
1 1 1/2
2 1-¢;/8 12
3 1-¢;/8 1/2-¢;/48
4 1-¢s/8+ ¢, /384 1/2—¢; /48
5 1-¢;/8+ ¢, /384 1/2—¢; /48 + ¢, /3840
6 1— 02 /8+ by /384 -0 /46080 | 1/2—¢; /48 + ¢y /3840
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Based on the equivalence between attitude quaternion and R matrix ([1]-

[8], [19], [20]), the new values of the R, matrix elements result as follow:

() = qg (th)+ q12 (th)— q22 (th) — q32 (tha)s
F () = 200 (10 () + 8o (6,00 (8]
i (t) = 200 (60 (8) = 0o (8,0, ()}
I (tn+1) = 2[q1 (tn+1)Q2 (tn+1) - qo(tn+1 )qs (tn+1 )]v
£} (tn+1) = qg (tn+l )+ q22 (tn+l )— q12 (tn+1) - q32 (tn+1 ), (19)
Ny (toy) = 2[% (t)9, () + 90 ()0, )]5
) (tn+1) = 2[q1 (tn+1 )q3 (tn+1) + qO(tn+1)q2 (tn+1)]7
N (th) = 2[(]2 (t,,)a; () —d,(t,,)a, )]>
33 (tn+1) = qg (tn+1 )+ q32 (tn+1 )— q12 (tn+1 )— q22 (tn+l )-
From this point, hawing in mind the expressions of the R, matrix elements as

functions of the attitude angles, derived from a three successive rotations
operation (e.g. yaw with angle y, pitch with angle 0 and roll with angle ¢ ) ([1]-

[8], [19], [20]):
I, =cosBcosy,
I, =cosOsiny,
I, =—sin6,
r,, =sin @sinOcos\y —cospsiny,
r,, =sin@sin Osiny +cos@cosy, (20)
r,, =sin@cos6,
r,, =cos@sinOcosy +sin @siny,
I,, = cos@sin Osiny —sin pcos\y,
r,; =cos@cosO.
Result the roll, pitch and yaw angles with the formulas ([1]-[8], [19], [20]):
Oty = arctg[Fy; (t,,) /Ty (L, )],
0(t,,,) = arcsin[—r; (t,,,)], 1)
y(t,,,) =arctg[r, (t,.,)/r,{.)]
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4. Software implementation and experimental validation of the
redundant inertial attitude system

The presented attitude algorithm was implemented software by using an S-
function in the Matlab/Simulink package. The S-function includes also the ortho-
normalisation algorithm as well as the initialisation procedure of the method.

For an easiest communication of the user with the algorithm, a Graphical
User Interface was built (Fig. 3). It allows the user to set the initial values of the
attitude angles (Initial roll angle, Initial pitch angle, and Initial yaw angle) in
degrees and the sample time. Also, at the interface level, the user can choose the
truncation order of the numerical method used to integrate the Poisson equation
(m=1 to 6). The interface masks the Simulink block “Attitude” (Fig. 4. a), which
implements our algorithm. In fact, this is the first layer block, having as inputs the
angular speeds (oyy, ®y, ®z) read by the gyro triad and expressed in degrees/s,
and as outputs the attitude angles (roll - o, pitch - 0, and yaw - y) expressed in
degrees. At the next layer level (second layer), the block “Attitude” contains
LHAttitude L2” block (Fig. 4. b), implementing the algorithm S-function (Fig. 4. c).

E_Functian Block Parameters: Wilcox gﬂl
Subsystem (mask) -

Parameters

Initial roll angle [degree]
0

Initial pitch angle [degree]
0

m

Initial yaw angle [degree]

0

Method order [4 -

Sample time [s]

0.01

[ oK H Cancel H Help ] Apply

Fig. 3. Graphical User Interface of the algorithm

NED (local frame) to SV (body frame)

om_x roll

om itch M_Wilcox
p.q,r [degls] Euler angles [deg] Y b -

Euler oy S-Function

omz yaw angles Mux Demux

. [deg]
Attitude L2 om_z yaw
Attitude
a b c

Fig. 4. Simulink block “Attitude”
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The model in Fig. 4 implements only the algorithm processing the data
obtained from the sensors unit, i.e. gyro triad. In order to develop the entire
inertial attitude system in the redundant proposed variant, the data fusion
algorithm model for each of the three channels should be inserted between the
gyro sensors and the model in Fig. 4. As a consequence, starting from the
mathematics of the data fusion algorithm (equations (1) to (11)) organized as in
block diagram in Fig. 2, and given the particular value of the gyro sensors (n=4)
used in the experimental model for each of the three considered clusters, we
implemented this algorithm in the Matlab/Simulink model shown in Fig. 5. Its
inputs are the signals from the gyro sensors in each of the three detection clusters,
while the outputs are the fusion signal (a posteriori state estimate), a posteriori
estimate covariance, the variances of each of the fused gyro sensors data, and the
optimal Kalman gain components. The data fusion model was considered with
these outputs in order to have an easiest validation model of the redundant inertial
attitude system.

To perform the experimental validation of the developed redundant
attitude system, the Matlab/Simulink model in Fig. 6 was used. It integrates the
data fusion algorithm for all of the three detection channels with the attitude
algorithm. In the experimental test some data were simultaneously acquired from
a three-dimensional redundant gyro sensors unit, especially realized for this
action, and from an integrated navigator INS/GPS, both of these boarded on a
testing car which played the role of the monitored vehicle. The INS/GPS system
was used as reference system to evaluate the errors of our attitude angles. The
three-dimensional redundant gyro sensors unit contained twelve gyros disposed in
three clusters of four sensors each along the x, y and z axes of the body frame.
The data acquired from the gyro clusters were further applied to the inputs of the
model in Fig. 6.

The gyro sensors data in the three detection clusters and the fusion results
for each cluster are shown in Fig. 7, while Fig. 8 presents the variances of this
data. The upper part of Fig. 8 shows the results for gyro sensors, while the lower
part presents a posteriori estimate covariance for each of the three clusters. A
significant reduction of the noise level when the data fusion algorithm is used can
be easily observed from Fig. 7. The decreasing of the noise level is also
emphasized by the reduced values of the estimates’ covariance in comparison
with the sensors’ variances given in Fig. 8. The corresponding Kalman gains for
each gyro in the three clusters are depicted in Fig. 9.

Fig. 10 presents a comparative study between the attitude angle solution of
our redundant attitude system and of the reference INS/GPS navigator. Also, are
shown the results obtained if the attitude solution is founded by using the data
from the second sensor in each of the three gyro sensors clusters included in
redundant detection unit. The initial values of the attitude angles were: 0.027 deg
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for roll angle O 051 deg for pitch angle, and 108.103 deg for yaw angle

E
»
Matrix
Multiply

sensor 4

Sensors data fusion

Fig. 5. Matlab/Simulink model for the fusion algorithm

The gyro sensors data in the three detection clusters and the fusion results
for each cluster are shown in Fig. 7, while Fig. 8 presents the variances of this
data. The upper part of Fig. 8 shows the results for gyro sensors, while the lower
part presents a posteriori estimate covariance for each of the three clusters. A
significant reduction of the noise level when the data fusion algorithm is used can
be easily observed from Fig. 7. The decreasing of the noise level is also
emphasized by the reduced values of the estimates’ covariance in comparison
with the sensors’ variances given in Fig. 8. The corresponding Kalman gains for
each gyro in the three clusters are depicted in Fig. 9.

Fig. 10 presents a comparative study between the attitude angle solution of
our redundant attitude system and of the reference INS/GPS navigator. Also, are
shown the results obtained if the attitude solution is founded by using the data
from the second sensor in each of the three gyro sensors clusters included in
redundant detection unit. The initial values of the attitude angles were: 0.027 deg
for roll angle, 0.051 deg for pitch angle, and 108.103 deg for yaw angle.

The deviations between the attitude angles solution in our configuration
and the reference INS/GPS navigator and between the attitude angles solution in
non-redundant configuration (by using the data from the second sensor in each of
the three gyro sensors clusters) and reference INS/GPS navigator are given in Fig.
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11. It resulted that the maximum absolute deviations between the redundant
attitude system and reference INS/GPS attitude angles founded during 180 s are:
0.0906 deg in roll angle, 0.0420 deg in pitch angle, and 0.7122 deg in yaw angle.
On the other way, the same deviations, but between the attitude solution in non-
redundant configuration and reference INS/GPS are: 0.2465 deg in roll angle,
0.0584 deg in pitch angle, and 1.5744 deg in yaw angle. By comparing the
deviations resulted from our system with those resulted from the non-redundant
configuration can be easily observed a significant improvement of the attitude
angles determination accuracy brought by the proposed configuration.
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Fig. 10. Results of the experimental evaluation
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Fig. 11. Attitude angles errors

5. Conclusions

A strap-down redundant attitude system for the vehicles attitude angles
determination in inertial navigation applications was here presented. The system
uses the Wilcox quaternionic method to numerically integrate the Poisson
quaternionic attitude equation and three redundant linear clusters of miniaturized
gyro sensors. Each gyro cluster data were fused with an algorithm based on
Kalman filtering concept. The mathematics of the redundant attitude system was
software implemented by using the Matlab/Simulink package and experimentally
validated. In the experimental test some data were simultaneously acquired from a
three-dimensional redundant gyro sensors unit, especially realized for this action,
and from an integrated navigator INS/GPS, both of these boarded on a testing car
which played the role of the monitored vehicle. The INS/GPS system was used as
reference system to evaluate the errors of our attitude angles. The experimental
test confirmed a significant improvement of the attitude angles determination
accuracy brought by the proposed configuration comparatively with the case when
a non-redundant configuration is used.
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