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TWO STAGES CLUSTERING USED IN POWER QUALITY 
SURVEYS TO SELECT LOCAL FROM NETWORK 

SIGNATURES - FREQUENCY CASE STUDY 

Dan APETREI1 

Lucrarea propune o metodă nouă de extragere a evenimentelor din seriile de 
timp ce conţin date rezultate la supravegherea calităţii energiei electrice. Folosind 
tehnici de grupare ierarhică, evenimentele extrase sunt analizate în vederea 
extragerii de semnături. Analizele se sprijină pe rezultate practice obţinute în 
campaniile de determinări efectuate în ultimii patru ani în trei amplasamente din 
ţară. 

The paper presents a method to extract events from the time series obtained 
in power quality surveys. By using hierarchical clustering techniques, the events 
extracted are analyzed in order to define signatures. The analysis is based on a real 
life survey made in the last four years in three nodes of the Romanian network. 
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1. Introduction 

 
Using data mining techniques in power quality investigation is somehow 

recent domain of investigation. One of the key drivers in developing this 
techniques is the rapid development of computer technology [12,13].  

This type of investigation is meant to extract information from data and to 
give decision support. Such information could be used for identification and 
diagnoses of power quality disturbance problems [14]. Other area of application is 
the prediction of system abnormalities or failure, and alarming of critical system 
situations [11].  

Most of the investigation done by now was dedicated to local problem 
identification and data classification.  This paper approach is different in terms of 
using high amount of real life data and defining based on these data practical 
methods for power quality investigation on multiple network nodes. As far as we 
know, clustering techniques were used to build classes within power quality data 
warehouses [15].  

A new approach is proposed for using clustering residuals as feasible 
events filtering technique. Another original contribution is the second stage 
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clustering that allows event classification and signature extraction. That is a proof 
that we are not in the noise domain, but the data extracted even from the 
normalized series reflect real life events. 

The paper investigates the frequency as characteristic of the voltage 
waveform is regulated by quality standards [2,3]. These standards combine 
threshold prescription and measurement methods description. 

The measurement method standard [3] defines the measurement process 
and the way results should be interpreted. Measurement methods are described for 
each relevant type of parameter in terms that will make it possible to obtain 
reliable, repeatable and comparable results. The requirements are set up by 
defining two classes of performance for voltage measurement, namely, class A 
and class S. This paper deals with data determined using class A equipment. 

This paper shows a way to increase the sensibility of the process of 
selecting events beyond the limits of the classical filters described in the standard. 
Besides this on the event pool a selection is made in order to identify repeated 
event signatures. Considerations on local/network presence of the signature are 
made. 

2. Brief description of experimental data context 

The measurement system that we used stores every half cycle duration 
value for each measurement location during the survey.  Fig. 1 gives a brief 
description of the idea behind the measurement experiment and the way results 
are expected from it.  
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Fig. 1. General description of the measurement environment 

 
As could be seen in the lower part of Fig. 1, the locations we are talking 

about are: Bucharest, Cheia, Sibiu and Cluj. First test were in 2006 and the first 
coordinated measurement campaign was in 2007. Since then, the process of 
acquiring data from the field was continued. 

The measurement campaign took almost four years and covered four 
measurement locations. Some of the spots are still active. 

3. Short considerations on Clustering 

The Clustering Method  [4] includes many alternatives of classification. 
Among them one can identify: between-groups linkage, within-groups linkage, 
nearest neighbour, farthest neighbour, centric clustering, median clustering, 
Ward’s method. 

In order to apply one of the above clustering methods, one important 
selection criteria is the definition of a distance or similarity measure. A common 
choice for the available software tools is computing: interval data, Euclidean 
distance, squared Euclidean distance, cosine, Pearson correlation, Chebychev, 
block, Minkowski, and customized definition of distance. 

Processing steps for hierarchical clustering are: 
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• Considering a number of points N in a m dimensional space we 
form N initial  groups called clusters; 

• Iteration after iteration the number of groups is reduced based 
on distance selection criteria; 

• The process is repeated until the goal number of clusters is 
reached or we get only one common cluster. 
Grouping is based on a distance definition and selection [5]. In order to 

take advantage of this algorithm, a square matrix is built having one line and one 
column for every group. The matrix cell contains the distance between the groups 
according to the metric that was selected. The similarity is calculated according to 
distances based on a criterion a priori selected.  

4. First stage clustering - Events extraction 

From the data collected, we selected 191 ten minute intervals starting on 
Monday 14th of January 2008 00:00. Having data for three out of four locations 
(Bucharest, Cluj and Sibiu) was one of the selection criteria.  

The purpose of the analysis is to select the best clustering method that 
extracts sag events or sag events traces.  

For each interval, the 60000 values measured during 10 minutes survey 
were split into 60 vectors of 1000 values. Each vector describes the measurement 
for 10 seconds. After all, this is the time interval recommended by the standard 
[3]. 

We applied different scenarios in order to determine the best choice for the 
distance definition. The following methods were used [6,7]: 

• Euclidean distance: is the most common distance measure. A given pair 
of cases is plotted on two variables, which form the x and y axes. The Euclidean 
distance is the square root of the sum of the square of the x difference plus the 
square of the y distance.  

• Chebychev distance: is the maximum absolute difference between a pair 
of cases on any one of the two or more dimensions (variables) which are being 
used to define distance.  

• Minkowski distance: is the generalized distance function (1) representing 
the p-th root of the sum of the absolute differences to the p-th power between the 
values for the items: 
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When p = 2, the Minkowski distance is the same as the Euclidean distance. 
In order to determine the best distance definition used for clustering in order to 
separate the sags, we built the dendrograms according to the distance definition as 
could be seen in Fig. 2. 
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The dendrograms show the relative size of the proximity coefficients at 
which cases were combined. 

  
 Cases with low distance/high similarity are close together. Cases 

showing low distance are close to each other. Similar cases are connected with a 
line linking them at a short distance from the upper part of the dendrogram. This 
indicates that they are agglomerated into a cluster at a low distance coefficient, 
indicating alikeness. The 15th vector in Fig. 2 is obviously different with respect to 
the others, since it participates in the grouping process at a latter stage. Visual 
confirmation of the fact that we managed to select sag or a sag trace is presented 
in Fig. 3.  

 
 
 
 

  
  V23        23   Øà Ù 
  V9          9   Øà Ù 
  V10        10   ØÝ Ù 
  V5          5   ØØØ9ØÞ 
  V22        22   ØØØÝ Ù 
  V16        16   ØØ Ù Ù 
  V20        20   ØØØÝ Ù 
  V46        46   ØÞ Ù Ù 
  V48        48   Øà Ù Ù 
  V45        45   Øà Ù Ù 
  V47        47   ØÚØÝ Ù 
  V49        49   Øà   Ù 
  V60        60   Øà   
ßØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØÞ 
  V43        43   Øà   Ù                                           Ù 
  V44        44   ØÝ   Ù                                           Ù 
  V14        14   ØØØØØÝ                                           Ù 
  V17        17   ØØØØØÝ                                           Ù 
  V15        15   
ØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØÝ 
 
 

Fig. 2. Dendrogram of the interval 118 registered in Cluj 
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For the dendrograms in Fig. 4, vectors number 3, 10 and 46 are marked 
with a blue line. These are the events that need to be extracted since they contain 
sags [6]. From the dendrogram structure, it appears that the most effective of the 
three methods to identify sag is clustering with Chebychev definition of the 
metric. 

 

Fig. 3. The 15th 10 seconds interval of the 118th  10 minutes 
determination in Cluj 

Fig. 4. Dendrograms with different metrics. From left to right distances were: 
Euclidian, Chebychev, Minkowski (p=3)
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Because of its popularity in power quality surveys, the method used to 
form clusters was the “nearest neighbour”. In short, this means that the distance 
between two clusters is the distance between their closest neighbouring points.  

5. Second stage clustering, events grouping and signature extraction 

From each vector of the extended pool of 42 stepping events identified in 
the previous paragraph, we extracted the relevant 32 records. That means 100ms 
before the step and 200ms after it. Fig. 5 presents the simplified form of the 
dendrogram that resulted in the clustering process of these new vectors. The 42 
events are distributed as follows: Bucharest 18; Sibiu 17; Cluj 7. Since signature 
identification is a shape matching process we normalized the vectors before 
clustering.  

 
Fig. 5. Signature identification dendrogram 

 

    iteration    0         5        10        15        20        25 
  Identifier     +---------+---------+---------+---------+---------+ 
 
  CJ120Z15   24   ØÞ 

  CJ104Z28   27   Øà  

  CJ047Z51   35   ØÚØÞ 

  CJ104Z20   32   ØÝ ßØØØØØØØÞ 

  CJ047Z44   33   ØØØÝ       ßØØØØØØØØØØØØØØØØØØØØØÞ 

  B049Z17     5   ØØØØØØØØØØØÝ                     Ù 

  B048Z3     20   ØØØ8ØØØØØÞ                       Ù 

  B048Z12    34   ØØØÝ     ßØØØØØØØÞ               Ù 

  SB105Z40   40   ØØØØØØØØØÝ       Ù               Ù 

  SB049Z60   13   Ø8ØØØØØØØØØÞ     Ù               Ù 

  SB049Z41   26   ØÝ         Ù     ßØØØØØØØØØÞ     ßØØØØØØØØØØØØØØØÞ 

  SB104Z3     3   ØÞ         Ù     Ù         Ù     Ù               Ù 

  B049Z171   14   ØØØ9ØÞ     Ù               Ù     Ù               Ù 

  B103Z6      7   ØØØÝ ßØÞ   Ù               ßØØØØØÝ               Ù 

  SB102Z2    22   ØØØØØÝ ßØÝ                 Ù                     Ù 

  SB049Z42   42   ØØØØØØØÝ                   Ù                     Ù 

  SB102Z3    30   ØØØØØØØØØØØØØØØØØØØØØØØØØØØÝ                     Ù 

  SB102Z25    9   ØØØ8ØØØØØØØÞ                                     Ù 

  B121Z14    39   ØØØØØÝ     Ù                                     Ù 

  B049Z161   10   Ø8ØÞ ßØÞ   Ù                                     Ù 

  B121Z171   18   ØÝ ßØÞ Ù   Ù                                     Ù 

  SB102Z48   12   ØØØÝ Ù Ù   ßØØØÞ                                 Ù 

  SB103Z8    37   ØÝ Ù Ù Ù Ù Ù   Ù                                 Ù 

  B105Z12    38   Ø8ØÝ Ù Ù Ù Ù   ßØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØØÝ 

  B121Z172   41   ØÝ   Ù Ù ßØÝ   Ù 

  B049Z162   15   ØØØØØÝ Ù Ù     Ù 

  B121Z17    11   ØØØØØØØÝ Ù     Ù 

  B049Z16     4   ØØØØØØØØØÝ     Ù 

  CJ105Z33    2   ØØØØØØØØØØØØØØØÝ 
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In Table 1 we present the time series of the events grouped using the 
dendrogram. The first column shows the normalised curves and the second 
column shows the signature and the limits of the signature signal. 

As it can be seen in Fig. 5, there are three distinct areas in the dendrogram. 
Each area of the dendrogram determines one line in the table. We marked the 
dendrogram boxes with yellow, blue and red colours.  

Table 1 
Signatures identified in the analysis of half cycle duration 

Graphical representation of the data that were 
grouped to build the signature Signature, maximum and minimum 
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The first box, the yellow one, contains only events that took place in Cluj. 
That could lead to idea that the signature associated to these events is a local one, 
related to a particular process of balancing production and consumption. 

The events in the blue box are recorded in Bucharest and Sibiu. There is a 
possibility (that can be further investigated) that these events are specific to the 
Southern area of the Romanian network. 

The red box of the dendrogram is grouping events that appear in all three 
measurement locations. Further investigation could show whether those signatures 
can describe system-wide events. 

In the end, we got one signature that appears only in one measurement 
location (first line of Table 1), one signature that appears only in a specific area of 
the network (second line of Table 1) and a signature that is common to all 
measurement points (last line of Table 1) [10]. 

7. Conclusion 

The static definition of the threshold in detecting events does not correlate 
the node parameters to the power quality analysis criteria [9]. For instance, if the 
measurement is made at high voltage close to a power generator, there is a lower 
probability to detect sags than for a rural area low voltage determination. 

In order to avoid the drawbacks of the static definition of sags coming 
from the standards [2,3] we developed a clustering based method to extract events 
from time series of power quality parameter survey. 

After testing the selectivity of different definitions of the distance, we 
selected the Chebychev distance as the best choice for event and event trace 
detection. Based on the events detect, a second clustering stage allowed the 
detection of the signatures of the events. 
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