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NEW TOOL FOR SYSTEM IDENTIFICATION AND 

PREDICTIVE CONTROL BASED ON NEURAL NETWORKS 

USING LABVIEW SOFTWARE 

Hamid ALSHAREEFI1, Ciprian LUPU2, Hayder ALBOUDKHAL3, Laith 

ISMAIL4 

In this paper, a new tool for system identification and model predictive 

control (MPC) has been developed. The mathematical approximation of the model 

identification was derived using the neural network theory. The emphasis of this 

paper is to employ a multi-layer recurrent neural network with three layers to match 

an autoregressive-moving average (ARMA) model in the identification stage to 

provide the mathematical model for the model predictive controller in the control 

stage. The tool was designed using LabVIEW software and the MathScript facility. 

The tool can be used to identify and control simulated or real systems using the 

stored input/output data of the system. 
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1. Introduction 

An artificial neural network (ANN) is part of a computing system proposed to 

simulate the method by which the human brain processes and analyzes data. It is 

the basis of artificial intelligence (AI) and is used to solve issues that would be 

difficult or impossible for humans to solve by classical standards. ANN has the 

property of self-learning, which allows improving their performance as more data 

is collected. By mapping input-output data, ANN is utilized as a black-box model 

to detect unknown models. An artificial neural network in identification and 

control applications has been the subject of numerous books and papers [1] [2] [3] 

[4]. The goal of this work is to develop a tool that includes two main parts. The 

identification part, where converting the ANN model into a transfer function 
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model, where will reveal more details for the dynamic behavior of the physical 

system. 

The second part is to use the result mathematical model of the dynamic 

system in the design of the model predictive control (MPC) controller. The tool 

was designed using LabVIEW software and the MathScript facility. The major 

contribution of this paper is to clarify the clear and strong relation between the 

transfer function parameters and the artificial neural network weights, to develop 

a software tool that can estimate the mathematical model for an unknown system 

with two structures, transfer function and state-space using LabVIEW software. 

The identified model which approximated in this tool according to the input-

output data set was used to design a model predictive controller. The tool utilized 

to estimate the mathematical model for any real or simulated system according to 

the set of input-output data. 

2. System identification 

The process of determining the model of a dynamic system from input and 

output data through minimizing an error cost function between the model output 

and the real system's output is known as system identification.  

The Auto-Regressive Moving-Average (ARMA) models represent the 

linear regression models. The linear structure of ARMA processes also lead to a 

substantial simplification of linear prediction which utilize difference equations to 

link the model output to current inputs from previous outputs and previous inputs. 

A general formula of a discrete-time ARMA model is illustrated in (1) [5] [6]. 

       (1) 

 

Also can be represented as: 

                        (2) 

Where y(k) and x(k) represent the variables of the model’s output and input at 

sample k, aj and bi are the parameters of the model. By using the z-transform, the 

transfer function can be represented as in (3). 

                                 (3) 

As a vector form, equation (2) can be represented as y(k) = 𝞱T𝝫(k), where 𝝫(k) = 

[y(k-1),…, y(k-n), x(k),…, x(k-m)] is the vector of the measurement, and 𝞱T  = 

[a1,…, an, b0, …, bm] is the vector of the parameters. The concept of parameter 

system identification is to estimate the parameters aj, bi, to find the identified 

parameter vector 𝜃̂T = [â1,…, ân, b̂0,…, b̂m], which is used to compute the 

predicted output ŷ(k) = 𝞱T𝝫(k). The main problem is to approximate the 
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parameters that minimize the error between the required output y(k) and the 

predicted output ŷ(k). As shown in Fig. 1. 

 

 

 

 

 

 

 

 

 

 

 

Most real systems are nonlinear in their behavior, and it demands a nonlinear 

modeling method. However, because of nonlinear input-output relationships in 

dynamic systems have so many structural options, identifying possible types of 

these systems with suitable structural models is relatively difficult. Identification 

of such models required sophisticated methods like Volterra series and 

Hammerstein models [7]. Or to update the ARMA structure to involve nonlinear 

elements and produce a nonlinear ARMA structure to be NARMA as in (4). 
 

      
(4) 

This structure added new parameters (aij, bij, and cij) which produce more 

drawbacks in estimating the approximate order for each summation part. 

Furthermore, this structure doesn’t follow the common transfer function in 

equation (3). These difficulties make neural networks a good solution for the 

modeling of nonlinear systems. 

3. Neural network architecture 

A neural network structure consists of multiple layers each layer can have 

many neurons. These neurons are information-processing units that represent the 

basis of neural networks. Two major classes of a neural network are distinct in the 

literature of neural networks. Feedforward network, where the information flows 

in a forward direction (from input to output). Recurrent network, which allows the 

information for feedback [8]. In special cases where the entire neural network’s 

input represents the delayed network’s inputs and output, this type of network can 

be considered a dynamic network as shown in Fig. 2. 

 

 

 
Fig. 1. General block structure of system identification 
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It's also feasible to employ delayed plant output instead of network output in 

feedback signals; in this scenario, the network's output will be a function of 

previous outputs and inputs, like in (5). 

                (5) 

The input samples multiplied by their relative weights, as shown in Fig. 3, for 

example, wih links the input variables x(k-i) with the hidden neuron h, and vjh links 

the output variables y(k-j) with the same hidden neuron. The nodes in the hidden 

layer produce the node outputs N1(k) … Nh(k) which they multiplied by the output 

weights wout1 … woutH to produce the output of the network  ynet(k).  

 

 

 

 

 

 

 

 

 

 

 

In the Fig. 3 architecture, the biases were omitted to avoid introducing new inputs 

to the network which may add new difficulties for model identification theory. 

The mathematical representation of the network will be as follows: 
 

                                   (6) 

 

               (7) 

 
Fig. 2. General structure for a Dynamic Neural network 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Neural network structure used for system identification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



New tool for system identification and predictive control based on neural networks using (…) 95 

Where g and f represent the activation functions (transfer functions) of the output 

and hidden nodes respectively. Sigmoid, tangent sigmoid or other activation 

functions could be used.  

Any identification problem demand to optimize a cost function that represents the 

error between the system output y(k) and the network output ynet(k). The most 

commonly utilized cost function is the Sum Square Error (SSE) as in (8). 
 

                      (8) 
 

Many approaches can be used to train the network by adjusting the optimal 

weights, such as gradient descent as in (9). 
 

                                           (9) 
 

Where α is the learning rate, J is the cost function which refers to the error 

between the network output and the system output.  

The focus of this paper is on using converged network weights for 

designing a tool to mimic the original system's transfer function, rather than on 

weight convergence. As a result, there will be no extensive discussion of how to 

train the network weights. This has been well-documented in [1]. Linear and 

nonlinear systems have been effectively identified using neural networks, because 

the neural network has high approximation capabilities and adaptable 

characteristics. 

4. Neural network to transfer function approximation 

For the transfer function approximation, an ARMA model has been used 

to match the neural network architecture. The most commonly used activation 

function in a neural network is the hyper tangent which gives a flat and 

continuous output between +1 and -1, as well as it is simple to differentiate. As a 

result, the hidden node output from equation (7) becomes: 

          (10) 

                    (11) 

For the approximation of equation (10) it is possible to use Taylor 

expansion about the ‘0’ point, as in (12) 

   (12) 

For simplicity and avoiding the nonlinearities the only first two terms are used, 

and equation (12) will be 

                 (13) 
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The output neuron is 

                                   (14) 

By substituting (13) in (14) results 

      (15) 

By comparing (15) with (2), the parameters of ARMA model can be 

approximated as in (16) and (17) 

                                        (16) 

                                        (17) 

Equations (16) and (17) confirm the mathematical relation between the ARMA 

model parameters and neural network weights, where finally the neural network 

used for the parametric system identification and transfer function approximation. 

Note that, in the case of using the sigmoid activation function the parameters â 

and b̂ will be multiplied by 0.25 instead of 0.5, and there an offset factor equal to 

(0.5 ) will be added to the final predicted output, brief explanation in 

[9]. In general, the advantage of using neural networks in systems identification 

rather than traditional methods, due to its capability to model nonlinear dynamic 

system according to the nonlinear mapping of its structure, as well as, its 

capability to adapts and training in online mode which make it very good choice 

for identifying dynamic systems. 

5. Model predictive control (MPC) algorithm 

MPC is considered one of the advanced methods of process control, which 

is considered a type of open-loop optimal control method. MPC refers to a type of 

computer control algorithm that uses a linear system model to predict the future 

output response of a real system is primarily based on a problem of optimization 

at each time sample, k. The major purpose of this optimization issue is to find a 

new control input sequence while also taking into account the system output and 

input constraints [10] [11] [12]. The structure of an MPC algorithm is shown in 

Fig. 4, which is organized into three essential parts: 
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5.1. Model 

The fundamental challenge with MPC algorithm design is that it requires a 

system model, i.e., a model that specifies the system's input to output relationship. 

It is possible to utilize a linear or nonlinear mathematical model generated from 

physical rules or empirical data. In MPC it is supposed that the model is a discrete 

state-space model as in (18). 

                                        (18) 

                                                  

Where xk system state, yk system output, xk+1 is the predicted state, B is the matrix 
of the system input, A is the matrix of the system, C is the matrix of the system 
output, D is the feedforward matrix, (D is zero matrix in a case where the system 
model does not have direct feedthrough). 

5.2. Cost function 

The MPC main concept is that it computes a vector of future control in 

such a way that a cost function is minimized inside the control and prediction 

horizons Nc, Np, respectively where (Nc ≤ Np), as seen in Fig. 5.  

 

 

 

 

 
Fig. 4. Basic structure of MPC 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5. Control and prediction horizon 
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For generic MIMO systems, the cost function frequently utilized in MPC is as 

shown in (19) (linear-quadratic function). 

                    (19) 

Where Nc is control horizon, Np is prediction horizon, ŷ is predicted system 
output, r is set-point, R is control weight matrix, Q is output error weight matrix, 
∆u is predicted change in control value as in (20). 

                                          (20) 

Where for SISO systems as in (21) 

                           (21) 

So the basic problem is to solve:   

We obtain the future optimal control input by solving this optimization issue. 

5.3. Constraints  

Most of the practical systems have constraints, like actuator limits, as well 

as safety restrictions like pressure and temperature. Furthermore, we have 

performance constraints and limitations such as overshoot. Normally, MPC 

defines the following constraints: 

a) Constraints in the outputs: 

                                        

b) Constraints in the input and rate change of input: 

                  

                                   

When determining future controls, the MPC algorithm takes all of these 

limitations into considerations. 

6. Software design using LabVIEW software 

The LabVIEW design of the tool includes the of the Block Diagram part 

and the Front Panel Page part  

6.1. Block Diagram design 

The Block Diagram designed with two main control tab the first control 

tab for the identification algorithm and the second for the MPC controller  
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a) Identification algorithm 

In this part, the algorithm of the identification has been written using the 

MathScript facility in LabVIEW according to the mathematical analysis 

mentioned in section 3. The architecture of ANN and the optimal hidden and 

output neuron’s weight have been found using the MATLAB functions “newff()” 

and “train()” as shown in Fig. 6.   

 

 

 

 

 

 

 

The nominator and denominator of the discrete transfer function that result from 

the MathScript code, used to construct the transfer function of the system by using 

the LabVIEW Vis “CD Transfer Function Model.vi”. As it mentioned before the 

MPC algorithm relies on state-space representing, for that, a VIs “CD Convert to 

State-Space Model.vi” is used to convert the transfer function model to state-

space model as shown in Fig (4). 

b) MPC part 

For the design of the MPC controller, a selector switch has been added for 

the purpose of selecting the model that will be adopted in the MPC controller’s 

calculations. There are two types of models that are selected by the selector. The 

first model is the model which constructed manually through using the Vis “CD 

Construct Special TF Model.vi” which is converted from continuous to discrete 

by using the Vis “CD Convert Continuous to Discret.vi”, and then convert the 

transfer function to state-space, the second model is the identified model which 

derived from the identification algorithm in MathScript. As shown in Fig. 7. 

 
 

Fig. 6. Block diagram design of the neural network system identification tool 
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Finally, implementing the MPC controller through using the Vis “CD Implement 

MPC Controller.vi” as shown in Fig. 8. 

 

 

 

 

 

 

 

 

 

 

 

6.2. Front Panel design 

The front panel is designed from two main control tabs, one for the 

identification and the other for the MPC controller. Each one from these two main 

control tabs include sub-control tabs 

 

 
Fig. 7. Model constructing Block diagram design for MPC 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8. MPC Block diagram design 
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a) Identification part 

The page of identification algorithm include the following control tabs 

• Network parameter settings. On this page, the data input/output of 

the real or simulated system is imported through the ‘file path’ 

window. On the same menu page, it is possible to adjust the order 

of the identified system and the number of hidden neurons of the 

network. Moreover, it is possible to adjust all the Neural network 

settings and training options, like the activation function “tansig or 

sigmoid”. Training function, which can be any of the 

backpropagation training functions like “trainbfg, trainlm, trainrp 

and traingd”. Learning function, which can be “learngd or 

learngdm”. Performance function, which can be “mse or msereg” 

[13] [14] [15]. All these functions are MATLAB functions and 

written using MathScript facility in LabVIEW as shown Fig. 9.   

 

 

 

 

 

 

 

 

 

 

 

• Network input/output. This page shows the vectors of input and 

output data and the optimized weights as shown in Fig. 10.  

 

 

 

 

 

 

 

 

 
Fig. 9. Network parameter settings page 
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• Model displaying. This page shows the mathematical model result of 

the identified system in transfer function and state-space representing, 

as well as the chart of the input/output data curves for the real system 

and the neural network output. The other chart shows the output 

response of the real system and the parametric identified model as 

shown in Fig. 11. 

 

Fig. 11. Model displaying page 

 
Fig. 10. Network input/output page 
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• Frequency analysis. This page shows the bode plot of the frequency 

response for the identified model, displaying the Bode magnitude plot 

and Bode Phase plot for the identified system model as shown in Fig. 

12. 

 

 

 

 

 

  

 

• Nyquist analysis. This page shows the Nyquist plot and data for the 

identified system model as shown in Fig. 13. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 12. Frequency analysis page 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 13. Nyquist analysis page 
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b) MPC part 

The page of identification algorithm includes the following control tabs 

• MPC response  

This page includes the data entry of the prediction and control 

horizon, selector to select between the model-based from the MPC 

algorithm, either from the manually setting transfer function or 

from the identified model transfer function, in addition to the chart 

to display the output response of the system output with MPC 

control and the control input action as shown in Fig. 14 

  

 

 

 

 

• Controller parameters 

This page includes the setting of the MPC constraints (Barrier) and 

the controller cost weights parameters as shown in Fig. 15. 

 

 

 

 

 

 
Fig. 14. Front Panel page of MPC response 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
Fig. 15. Front Panel page of MPC parameters setting 
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5. Results 

The neural network system identification tool was tested on the proposed 

second-order ARMA model as in (22). The proposed system is stimulated by a 

pseudo-random binary sequence (PRBS) input signal as illustrated in Fig. 16, 

which represents the LabVIEW design of the PRBS input generator and the 

proposed system. The input/output data is logged and imported by the tool as 

explained in Fig. 9.  

              
(22) 

 

 

 

 

 

 

The test showed very good results in terms of estimation accuracy and the 

matching between the proposed system and the identified model. Fig. 17 shows 

the input signal which stimulated the supposed system and the output response of 

the original system with the neural network output.  

 

 

 

 

 

  

 

Fig. 18 illustrates the output of the supposed system with the parametric 

ARMA identified model which is illustrated in (23). It is clear from Fig. 17, Fig. 

18, and equation (23), that the identified model, approximately matches the 

original system with high accuracy.  

 
Fig. 17. Output response of the original system with neural 

network output 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 16. PRBS signal generator and ARMA system model by LabVIEW 
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(23) 

 

 

 

 

 

 

 

 

 

 

Another third-order ARMA model was proposed to show the capability of the 

neural network to model high order system as in (24). 
 

                              
(24) 

 

 

 

 

 

 

 

 

 

 

 

Fig. 19 shows the input signal which stimulated the supposed system and the 

output response of the original system with the neural network output. 

 

 

 

 

 

 

 

 

 

 
Fig. 18. Output response of the original system with an 

estimated parametric model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 19. Output response of the original system with neural 

network output 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 20. Output response of the original system with an 

estimated parametric model 
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Fig. 20 illustrates the output of the proposed third-order system with the 

parametric ARMA identified model which is illustrated in (25). It is clear from 

Fig. 19, Fig. 20, and equation (25), that the identified model, approximately 

matches the original system with high accuracy.  
 

       
(25) 

 

For the sake of result confirmation table 1 shows some statistical data 

regarding the results of the neural network model when the network structure and 

ARMA model were changed (for the first example). The model order was 

changed from 2 to 3 and the number of hidden neurons was changed from 3 to 4. 

These changes were applied to examine the proposed tool with different 

conditions and aspects to generate some statistical data. In all cases, a linear 

activation function was utilized in the network output layer, and the hyper tangent 

activation function was utilized to activate the neurons in the hidden layer  
 

Table 1 

Statistical data of the identified neural network model 

Model order No. of hidden 

neurons 

MIN MAX Average Variance 

Second 
3 0.000116 0.019676 -0.03789 0.002551627 

4 0.000354 0.023991 -0.03394 0.002479 

Third 
3 0.000354 0.023991 -0.00052 0.002479 

4 3.9E-05 0.012211 -0.0339 0.002765306 

Regarding the control part, Fig. 21 shows the perfect effect of the designed 

MPC controller on the proposed system through the setpoint tracking and 

overshoot eliminating. To examine the robustness of the controller, a disturbance 

input was added to the system output in seconds 30 and 70, respectively, and it’s 

clear from Fig. 19, the small effect of the disturbances on the output response of 

the system was rejected rapidly through the high and fast response of the MPC 

controller   
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6. Conclusions 

A neural network as an important part of artificial intelligence theories has 

been utilized in a variety of practical applications. Researchers have had a lot of 

success using neural network models in system identification and control 

applications. These network models, on the other hand, hide the system's 

parametric information within their architecture. This paper showed a design of a 

software tool for solving the system identification problem using LabVIEW 

software, getting into consideration the advantage of MATLAB neural network 

functions through the MathScript facility, and using the identified model in the 

design of the MPC controller. This tool can transform the weights of the neurons 

in a multi-layer neural network to an estimated transfer function for any real or 

simulated system through the import of the input-output data of the system and 

can be used to discover important information about the estimated system with 

some reliable options like the order of the identified system and the number of the 

hidden neurons and some other training options. Testing the tool involved 

estimating an arbitrary second-order system and showing the comparison between 

the neural network output and the output of the proposed system with the output 

of the parametric estimated system. For this example, a table of some statistical 

data is illustrated regarding to the results of the neural network model when the 

network structure and ARMA model were changed. These changes were applied 

to examine the proposed tool with different conditions and aspects. A third-order 

system was examined to show the capability of the neural network to model high-

 
Fig. 21. Output response of the simulated system with MPC 
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order systems. The test showed very good results in terms of the estimation 

accuracy and the matching between the proposed systems with the identified 

models, regarding to system identification problem. Regarding to the control 

problem, the MPC controller which implemented by the VIs LabVIEW functions 

showed a perfect setpoint tracking and high robustness due to the fast disturbance 

rejecting. The tool can be developed in the future for more identification 

requirements and with more comprehensive features to achieve some functionality 

requirements of any simulated or real-time identification and control application. 
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