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AUTOMATIC ROMANIAN TEXT GENERATION USING
GPT-2

Marius Cristian BUZEA?, Stefan TRAUSAN-MATU?, Traian REBEDEA?

One of the most significant tasks in natural language processing (NLG) is
text generation, which beneficiate from the recent architectures that use large pre-
trained transformer models, such as the Generative Pre-trained Transformer-2
(GPT-2) or GPT-3 developed by OpenAl, and Google’s Bidirectional Encoder
Representations from Transformers (BERT). The paper presents a NLG model based
on the GPT-2 architecture that generates Romanian instances, using manually
annotated texts. A small Romanian GPT-2 model, using 24 thousand news items,
named MCBGPT-2 was developed, tested and evaluated. Additionally, an existing
Romanian GPT-2 model, called RoGPT-2, was added to experiments. For
evaluation, is presented a comparison of several automatic metrics such as BLEU,
ROUGE, BLEURT and BERTScore applied to generated instances from the test and
validation datasets. Experimental results revealed that the MCBGPT-2 and
RoGPT-2 models provided similar performances in text generation task for
Romanian language, using less data for MCBGPT-2 model’s training process.
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1. Introduction

Text generation or natural language generation (NLG) is a process that
generates natural language outputs, being a subfield of natural language
processing (NLP). One objective of NLG is to provide contextual sentences and
information to minimize or replace the human intervention. The recent text
generation systems use various techniques such as generative pre-trained
transformers (GPT2/3) [1, 2], recurrent neural network (RNN) models [3, 4], or
bidirectional and auto-regressive transformers (BART) [5].

GPT-2 was released in 2019, being a large transformer-based language
model developed by OpenAl. This model was trained on a massive 40 gigabyte
dataset (corpus), the network having 48 layers, 1600 dimensional vectors for word
embeddings and a large batch size of 512 units. The system was designed to
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generate the next words of a text, based on large datasets crawled from internet
(e.g., Reddit). GPT-2 has multiple versions, the smallest takes up only 500MBs of
disk space to store its 117M parameters. The largest GPT-2 model is 13 times
larger than the smallest model; it takes more than 6.5 GBs of disk space and
contains 1.5 billion parameters. Several applications such as video games [6] or
generation and answering in a collaboration framework [7] use generative pre-
trained transformer.

The GPT-2 architecture is based on the transformer architecture, which is
specially used to increase the training speed of these models and outperforms the
Google neural machine translation model in specific tasks. One other major
advantage of transformers comes from parallelization.

The transformer architecture was initially introduced by Vaswani et al. [8].
There are several libraries for transformer applications, such as TensorFlow
(https://www.tensorflow.org/text/tutorials/transformer), from the Tensor2Tensor
package or PyTorch (https://pytorch.org/hub/huggingface_pytorch-transformers/).
It is based on encoder and decoder blocks The Encoder block has 2 layers such as
Multi-Head Attention and Feed Forward Neural Network. The decoder block has
one more layer named Masked Multi-Head Attention. The encoder stack receives
data such as word embeddings of the input sequence, is transferred to the first
encoder, and then is modified and distributed to the next encoders that generate an
output for each word/token. Finally, the output of the last encoder becomes the
input of the decoder stack. Using this information, the decoders predict the next
word based on self-attention mechanisms that allow the model to find other tokens
in the input layer for a better recognition of a certain word in the sequence.

Due to the progresses of transformers over the recent years, there have
been significant efforts to further develop these models, by giving more
importance to self-attention layers and other adapted models. Thus, the use of
transformers led to the achievement of important results in neural networks for
Pre-training of Deep Bidirectional Transformers for Language Understanding
(BERT) [9] and GPT-2/3. Several experiments of using transformers were
analyzed, being considered relevant in other additional domains, such as
visualization of Al processes [10], biology [11] and medicine — BioBert
(“Bidirectional Encoder Representations from Transformers for Biomedical Text
Mining”) [12-14], science — SCiBERT (a pre-trained BERT model for scientific
text) [15] and text generation using GPT-2 [16] and GPT-3 [17].

Currently, NLG systems can be evaluated with two methods: automatic
evaluation [19] and human evaluation [20]. Due to progress of transformer
architectures, the automatic evaluation become more popular in measuring the
quality and reliability of the text generation systems, yielding a score between two
sentences used for text prompts (the candidate and reference). Instead, the human
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evaluation is more expensive and time-consuming due to the large corpora used in
the training processes.

Nowadays, NLG systems can be used in a variety of contexts, developing
frameworks that automatically generate answers or populate different outline
forms, increasing the efficiency and create more personalized offers. This paper
presents a new Romanian GPT-2 model, trained on a smaller corpus, representing
an alternative for the existing RoGPT-2 model. The proposed model achieved
better performances for long sentences, using less data for the training process.

Furthermore, the next sections describe an experiment for designing and
training a Romanian GPT-2 model, called MCBGPT-2* and RoGPT-2 [18] model,
which can be used in Romanian text generation tasks. Using only the first 100
words of news from the test and validation datasets, these models predict the next
tokens generating unique instances for the above datasets. In order, to compare
and evaluate the proposed model recent automatic metrics are used, such as
BLEURT [21] and BERTScore [22]. Additionally, two standard automatic
metrics were added in this research, such as BLEU [23], ROUGE [24].

The paper is structured as follows: Section 2 presents the related work,
followed by section 3 that presents the methodology. Section 4 describes the
experiments, and section 5 presents the results and discussion. Finally, section 6
describes the conclusions.

2. Related work

Using and developing neural networks approaches for natural language
processing tasks need a huge number of labeled datasets. In order to perform
relevant results in different domains, these datasets were used with architectures
based on long-short term memory (LSTM), convolutional neural networks (CNN)
or gated recurrent units (GRU) model. Several systems used the LSTM and GRU
networks for automatic music composition [25] or text classification [26] with
attention mechanisms [27], and some researchers used neural networks for text
generation tasks providing encouraging results [28].

The transformer is a replacement for the RNNs architectures, being a
neural learning model that uses the attention mechanism. These models were
designed to puzzle out the problem of sequence transduction [29], or neural
machine translation [30]. This phenomenon can be translated as any other task of
natural language processing that transforms an input sequence into an output
sequence, including essential fields such as text-to-speech transformation [31],
text classification [32] and speech recognition [33]. In recent years, the
transformers (e.g., BERT and GPT) have been the most used deep learning

4 https://github.com/MCBGPT-2/Automatic-Romanian-Text-Generation-using-GPT-2/, last
accessed on 29" September 2022.
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models for NLP tasks and different BERT models were deployed, such as
ALBERT [34] (from Google Research and Toyota Technological Institute at
Chicago), RoBERT [35] (from University Politehnica of Bucharest), ROBERTa
[36] (from Facebook) and DistilBERT [37] (from Hugging Face). The last one,
compared to BERT, maintains 97% performance with 40% fewer parameters,
achieving impressive results. Moreover, several GPT-2 models were developed
such as GePpeTto [38] an Italian GPT-2 model consisting of 13GB of text, a
Dutch GPT-2 model [39] or RoGPT-2, a Romanian GPT-2 model. The
transformer architectures, many of whom are being provided as an open-source
solution by the Hugging Face transformers library [40], have a major advantage,
being highly parallelizable; therefore, larger datasets can be trained at a faster rate.
Unlike BERT, which is bidirectional, the GPT models are unidirectional [41]. The
most important improvement of GPT models is the number of datasets: thus GPT-
3 model, the third-generation, was trained on 175 billion parameters, about 10
times the size of GPT-2 model. Having these large pre-trained models, the
researchers can develop complex NLP tasks with small datasets.

Current NLG systems based on machine learning use parallel datasets,
from different sources such as news, medical or IT [42] and several systems are
presented by Novikova [43], such as LOLS - an imitation learning framework, by
Lampouras and Vlachos [44], TGEN - a statistical natural language generator for
spoken dialogue systems, by Lampouras and Vlachos [45] and RNNLG - an open
source benchmark toolkit for NLG in spoken dialogue system application
domains, by Wen et al. [46]. Two of the largest natural language processing
artificial intelligence models is Switch Transformer from Google [47] with 1.6
trillion parameters and WuDao 2.0 from Beijing Academy of Artificial
Intelligence (BAAI) with 1.75 trillion parameters®.

Nowadays, recent text generation architectures have been developed using
GPT and BERT models, machine translation and text summarization achieving
important results [48]. In addition, there were papers that used both models and
compared their results with various neural network techniques [49, 50] and the
researchers had the opportunities to search and design even hybrid model of
transformers [51] for text generation tasks such as grammatical errors correction,
enabling the creation of error patterns that could be used to thoroughly clean other
datasets. It is important to note that for evaluation process of the latest designed
systems based on GPT models need new automatic evaluation metrics such as
BLEURT and BERTScore. Several papers proposed fine-tuning processes for
BLEURT [52] or BERTScore [53] to better correlate these architectures with
human judgments. Moreover, in this paper two standard evaluation metrics were
added, such as BLEU and ROUGE, which represent the most popular metrics
used to compare NLG models [54-56].

5 https://gpt3demo.com/apps/wu-dao-20, last accessed on 29" September 2022.
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Furthermore, the next sections present a Romanian text generation system
based on a GPT-2 model, trained on a small news dataset, called the MCBGPT-2
model, an existing Romanian model trained on large text datasets, named RoGPT-
2 and a comparison of several automatic metrics such as BLEU, ROUGE,
BLEURT and BERTScore which were applied to the generated instances. These
unique instances were generated by using the MCBGPT-2 and RoGPT-2 models
and news items from the test and validation datasets.

3. Methodology

Text generation is considered an important component of search engines,
chatbots, text summarize, and other applications such as home assistants or smart
speakers which can include text generation in some forms. In this research, the
quality and quantity of datasets are responsible for the differences between
original and generated instances.

The dataset was collected between March and October 2021 and it
contains 24,600 news items automatically crawled from Romanian online news
platforms such as agerpres.ro, defenseromania.ro or ziuadeconstanta.ro. Each
article’s content and title was verified for grammatical errors and classification
tasks were performed, being manually labeled as fake or true news with different
polarities (e.g. negative vs. positive). In this process were involved 10 employees,
consisting of males and females, aged between 36 and 53 years, in a public
institution in Romania
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Fig. 1 presents the top news sources and the distribution of number of
articles from each source, such as agerpres.ro — 2320, monitorulapararii.ro — 720,
news.ro — 614 or evz.ro — 536 articles.
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The aforementioned dataset was split into train (60%), validation (20%),
and test (20%). The training process of the MCBGPT-2 model used 14,756 news
items, while 4922 news items in each of the test and validation datasets were
presented.

Fig. 2 and Table 1 presents the distributions of the test, validation, and
train datasets, revealing that our datasets contain the same average words per
news item (e.g., ~200 words) and the vocabulary size (unique words from The
Explanatory Dictionary of the Romanian Language - DEX) of the test and
validation datasets are well balanced (e.g., ~1M words), while the training dataset
is about three times larger (e.g., ~3M words).

Table 1
Distribution of words across test, validation and train datasets
Words Dataset No.
Test 957,787
Romanian unique words Validation 1,026,680
Train 2,837,236
Test 194
Average words per news item Validation 208
Train 192

4. Experiments

For the experiments, 4 NVIDIA Tesla V100 GPU Accelerator with 32GB

RAM and 5120 CUDA cores were used. The experiments were performed on a
single server using tf.distribute.Mirrored Strategy, a TensorFlow API to distribute
training across multiple GPUs and several software or packages such as CUDA
(vers. 11.2), Python (vers. 3.9.7) and TensorFlow (vers. 2.4.1).
The proposed MCBGPT-2 model was trained and validated using the
aforementioned news corpus, that contain 18 fake news and 24,582 true news, 368
news with negative polarity and 2135 news with positive polarity, being split in
equal parts between train, test and validation datasets.

In this section, the steps followed to train the proposed model are
described. The first step is to load the train dataset from specified folders (“*.txt”).
The second step is to tokenize the data with Byte Level BPE (Byte Pair Encoding)
[57] and save it into a folder. Two files are created, merges.txt (e.g., “just ifica”,
“corp ului”, “cost uri”) and vocab.json (e.g., “perechile: 53,963”, “individuali:
53,975, “muzicianului: 53,984”) in a specified directory. The BPE tokenizer does
not evaluate several forms of word as different (e.g., “costuri” is considered as
two tokens, “cost” and “uri”), keeping the similarity and meaning for “cost” and
“costuri” and every word is identified by an unique id (e.g., “cuibului: 42,453").
The third step is to initialize the TensorFlow library, to slice datasets into equal
parts and set the batch size (e.g., 12). The fourth step is to train the model for 15
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epochs. After the model is trained, we can use it to generate a piece of news by
encoding the input text and passing it to the proposed model for text generation.
For this paper, the Adam optimizer [58] is used with a small learning rate
(e.g., 3 x 10°), a loss function such as sparse categorical cross-entropy and a
vocabulary size of 60,000 words. Several training statistics of the proposed model,
including the hyperparameters and training time, are presented in Table 2.

Table 2
Training statistics of MCBGPT-2 model
Parameters name Value of parameter
Number of parameters 131M

Number of epoch 15
Duration of an epoch 5h
Context size 512
Batch size 12

The RoGPT-2 model [18] is a Romanian language version of the GPT2
model, with 3 public versions available: base, medium, and large. The RoGPT-2
model was trained on a large Romanian corpus, consisting of 92.02M of
sentences, 2.5 billion numbers of words with a total of 17.03GB of collected from
several sources such as Wikipedia (1.79M number of sentences with 68M number
of words), Oscar [59], books (37.39M number of sentences with 667M number of
words) or news from online platforms such as Digi24 (e.g.,
https://www.digi24.ro/) or Ziarul Financiar (e.g., https://www.zf.ro/), consisting in
0.77M number of sentences with 23M number of words.

For the experiments, the MCBGPT-2 and RoGPT-2 models received as
input small text prompts from the test and validation datasets. Starting from these
prompts, a new instance with each model was generated and compared with the
original text. Moreover, a minimum (e.g., 600 words) and maximum (e. g., 4000
words) length for the generated news was applied. Also, Table 3 presents several
training statistics of the RoGPT-2 model and for this research the large version
was used.

Table 3
Training statistics of ROGPT-2 model
RoGPT-2 Base Medium Large
Number of parameters 124M 354M 774M
Number of epoch 15 10 5

Duration of an epoch 7h 22h 45h
Context size 1024 1024 512
Batch size 72 24 16

Furthermore, for the experiments the automatic metrics have the following input
parameters:
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e Bilingual Evaluation Understudy Score (BLEU) — only one reference was
used, the maximum n-gram length was set to four and no pre-processing
techniques were applied.

e Recall-Oriented Understudy for Gisting Evaluation (ROUGE) — the best
values was achieved by measuring the match-rate of unigrams (ROUGE-1).

e Bilingual Evaluation Understudy with Representations from Transformers
(BLEURT) — a BLEURT checkpoint was used — a self-contained folder that
contained a regression model which was tested on several languages, but
should work for the 100+ languages of multilingual C4 (a cleaned version of
Common Crawl’s web crawl corpus), including the Romanian language with
45M of training and 45K of validation examples. Specifically, BLEURT-20°
was used as checkpoint, being a 32 layers pre-trained transformer model,
named RemBERT, which contained 579M parameters [60] fine-tuned on
human ratings and synthetic data (~590K sentence pairs) collected during
years 2015 and 2019 from WMT Metrics Shared Task.

e BERTScore — “bert-base-multilingual-cased” was used as model type [61], a
12-layer transformer with token embeddings of size 768, trained by Google
on the Wikipedia dumps from 104 languages, including Romanian which was
explicitly added (e.g., lang="ro”) and the selected number of layers was 9
(e.g., num_layers=9).

5. Results and discussion

In this paper, a new Romanian GPT-2 model is proposed, named
MCBGPT-2. Based on the MCBGPT-2 and RoGPT-2 models, unique news
instances were generated for the test and validation datasets. The results are
presented in this section, comparing and performing a statistical analysis between
original and generated news items.

Fig. 3 and Table 4 present the distribution of words of original and
generated news items for the test and validation datasets. These show that the
RoGPT-2 architecture generates better news instance than the proposed model in
terms of average number of words (e.g., ~180 words). The texts generated by the
MCBGPT-2 model are twice larger than the RoGPT-2 model and original news,
which have an average number of words equal with 200 words. Fig. 4 shows
several BLEU metric values (30 values) of generated instances from the
validation dataset whose best score was 66.78. Additionally, the experimental
analysis shows the differences in correlation between the RoGPT-2 and
MCBGPT-2 models for BLEU metric.

6 https://storage.googleapis.com/bleurt-oss-21/BLEURT-20.zip, last accessed on 29" September
2022.
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For the BLEURT and BERTScore metrics, the differences in correlation
are very small (e.g., gray and green in Fig. 5), however, to conclude the
superiority in performances than common metrics, the minimum and maximum
values of each metric are presented in Table 5. In this table, one can be observed
that the BERTScore metric (max=0.9593) performs better results than ROUGE
(max=0.84) and BLEURT (max=0.81).

Original sentences - test dataset
Original sentences - validation dataset

= RoGPT-2 sentences - test dataset

mmm RoGPT-2 sentences - validation dataset

mmm MCBGPT-2 sentences - test dataset

Table 4

Distribution of words across generated news
items for test and validation datasets

MCBGPT-2 sentences - validation dataset MCB RO
Words | Dataset GPT2 | GPT-2
Unique Test 2,147,889 | 839,778
| Words | Validation | 2,297,947 | 890,837
Average Test 436 168
I words Validation 466 180
1
1
l 1
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Additionally, Fig. 5 presents several values (30 values) achieved by ROUGE,
BLEURT and BERTScore metrics of generated news items using RoGPT-2
(continuous line) and MCBGPT-2 (interrupted line) models.

To provide further insights, Fig. 6 presents the distribution of ROUGE,
BLEURT, and BERTScore metrics values of generated news items from the
validation dataset using the MCBGPT-2 model. The plot shows that the
BERTScore metric is more consistent than other metrics, achieving a narrow and

Number of news

Fig. 5. ROUGE (red), BLEURT (green)
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higher interval of values, being recommended to be used for evaluating Romanian
text generation systems.

From the results of this paper (see Table 6 and Table 7), it can be observed
that BERTScore metric provides better performances for MCBGPT-2 than
RoGPT-2 model. Additionally, the results show that the MCBGPT-2 and RoGPT-
2 models provide similar performances for BLEURT, using less data for the

MCBGPT-2 model’s training process.
Table 5
Automatic metrics values of generated
news items for the validation dataset using

Fig. 6. Distribution of ROUGE (red),
BLEURT (green) and BERTScore (gray)
metrics values of aenerated news items Table 6
Scores of generated news items using RoGPT-2 and MCBGPT-2 models for
the test and validation datasets

Model name Dataset BLEU ROUGE BLEURT BERTScore
Test 32.29 0.53 0.68 0.8106
ROGPT-2 tidation 28.70 0.50 0.52 0.8136
Test 8.79 0.25 0.63 0.8124
MCBGPT-2 7 tidation 9.11 0.14 0.50 0.8277

For the experiments, in the evaluation process there are two other
hyperparameters that can be mentioned such as temperature which is used to scale
the probabilities of a given word or top p filtering used to sort the word
probabilities in descending order. Further, it should also add the human subjective
judgments in analyzing and evaluation process for our corpus. Additionally, the
previously mentioned employees were included in a short qualitative experiment.
Each evaluator received 10 original sentences, 10 sentences generated by the
MCBGPT-2 model and 10 sentences generated by the RoOGPT-2 model from test
and evaluation datasets. The generated sentences were randomly selected based
on the length of sentences which contains 1000 and 2000 words and BERTScore
metric for MCBGPT-2 is higher than RoGPT-2 model. The evaluators annotated
the most logical sentences based on subjective principles and the result achieved
by the proposed MCBGPT-2 model was 84%, compared with RoGPT-2 model
which achieved 81%. The results reflect that our model is efficient for longer
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sentences, sustaining the guantitative scores achieved by BERTScore metric (as
shown in Table 6). The future studies will include only qualitative evaluation
based on the same grammar and coherence principles for all evaluators and
sentences from test and evaluation datasets.

6. Conclusions

In this research, two GPT-2 architectures have been tested and evaluated,
generating news items based on short Romanian text prompts. Using automatic
metrics such as BLEU, ROUGE, BLEURT and BERTScore, the MCBGPT-2 and
RoGPT-2 models are compared, thus, providing a better solution for Romanian
text generation systems and higher performances in long sentences for the
MCBGPT-2 model.

The RoGPT-2 outperforms MCBGPT-2 model, as shown by length and
metrics score (e.g., BLEU, ROUGE and BLEURT) of the generated sentences,
however, the MCBGPT-2 model achieves slightly better scores for the
BERTScore metric. The MCBGPT-2 and RoGPT-2 models can be very useful for
the Romanian companies and businesses in choosing the Al processes to automate
multiple tasks that employ online or social media articles. Additionally, we
encourage public institutions to use Al technologies [62, 63] for effective defense

in front of the most dangerous online phenomenon such as fake news.
Table 7
Examples of Romanian generated news (Appendix - English version)
State Text
Coordonatorul campaniei nationale de vaccinare, medicul militar Valeriu
Gheorghiti a vorbit despre finalul pandemiei in Romania.intrebat, intr-o emisiune
televizata, cand crede ca se va reveni la viata normald, doctorul Gheorghita a spus
Original | Eu sper cit mai repede. Daca ma intrebati de o luna anume, cred ca undeva in iulie
august usor usor vom intra intr-o normalitate care va fi din ce In ce mai concretizatd
pe masura ce nivelul de acoperire vaccinala va creste undeva peste a spus medicul
Valeriu Gheorghitd.
https://www.ziarulprofit.ro/index.php/cand-se-va-termina-pandemia-in-romania-
doctorul-valeriu-gheorghita-da-raspunsul-video/
Generated text
....a spus medicul Valeriu Gheorghitd, care a mai spus ca s-a Intalnit cu ministrul
sanatatii, Sorina Pintea, pentru a discuta despre starea de sdnatate a populatiei si
despre masurile care se vor lua pentru ca sd nu se mai ajungi la astfel de situatii, iar
Ro ministrul a promis c& va avea o discutie cu el si va vedea care sunt masurile pe care

GPT-2 | ministerul le va lua, dar si ce masuri vor fi luate de cétre minister, atat pentru
model prevenirea, ct si pentru tratarea celor care au fost depistati cu COVID-19 si care nu
au putut fi vaccinati, precum si masuri de combatere a epidemiei de coronavirus si a
altor boli care pot fi transmise prin contact direct cu o persoana infectatd cu virusul
imunodeficientei umane (HIV).
Metrics BLEU ROUGE BLEURT BERTScore
Scores 22.43 0.39 0.83 0.8487

MCB ....a spus medicul Valeriu Gheorghitd. In ceea ce priveste vaccinarea cu cea de-a

Link
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GPT-2 | treia doza de vaccin, medicul a explicat cd, intr-adevar, nu se pune problema de a
model face o forma grava de boala, dar nu este un lucru foarte important pentru noi toti cei
care se vaccineaza cu prima schema cu vaccinul de la compania Johnson Johnson,
pentru ca nu avem niciun fel de imunitate de grup peste 40%, iar pentru persoanele
care au fost vaccinate cu schema completd au un risc scazut de cel putin 20 de ori
sa se infecteze si cu o crestere a numarului de persoane care s-au vaccinat cu
schema completd. De asemenea, el a mai spus ci este important sd avem o ratd de
pozitivare a testelor de maxim 20 la suti, a adaugat medicul.

Metrics BLEU ROUGE BLEURT BERTScore
Scores 20.74 0.38 0.75 0.8588

Text generation systems have also been explored in prior studies and
supplementary data can be found in papers focused on generating short sentences
that contain hundreds of tokens (e.g., 350 tokens) [64, 65] or longer sentences
(e.g., 1000 tokens) [66]. Also, to achieve better performances for text generation
systems it is necessary to develop more GPT-2 models and, considering the
quantitative evaluation, the presented model obtained slightly better scores for
long sentences, using a smaller dataset that contains specific news with
particularly subjects from the online environment.

We expect to see more papers in this field due to the progress of
technologies and frameworks that will integrate Romanian GPT-2 architectures
for different purposes and scope. Focusing on the main elements, such as corpora
and fine-tuning processes, we will continue to develop the proposed model to
create a better system for NLG tasks.
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APPENDIX

English translation of the Romanian generated news items
Original text: The coordinator of the national vaccination campaign, military doctor Valeriu
Gheorghita, talked about the end of the pandemics in Romania. When asked, in a television
broadcast, about the moment life would go back to normal, doctor Gheorghita said: I hope as soon
as possible. If you ask me about a certain month, I believe that somewhere in July or August we’ll
easily go back to normal which can be materialized as the level of vaccination coverage increases
somewhere over doctor Valeriu Gheorghita said.

RoGPT-2 generated text: ....doctor Valeriu Gheorghita said, who also mentioned that he met with
the Minister of Health, Sorina Pintea, in order to talk about the health status of the population and
the measures that will be taken so that these situations can be avoided, while the minister promised
he would talk to him and see what are the measures the ministry will take, but also the steps that
are to be taken by the ministry in order to both prevent and treat those people infected with
COVID-19 and who could not have been vaccinated, as well as the measures taken to combat the
coronavirus pandemics and other diseases that can be transmitted by direct contact with an person
infected with the Human Immunodeficiency Virus (HIV).

MCBGPT-2 generated text: ....doctor Valeriu Gheorghita said. As regards the vaccination with
the third dose, the doctor explained that, it is true, one cannot get a serious form of disease, but it is
not a very important thing for all of us who get vaccinated with the first dose of Johnson Johnson
vaccine, because we have no herd immunity achieved over 40%, while for the people who got
vaccinated with two doses have 20 times less chances to get infected and with an increase of the
number of people who completed their vaccination schedule. Also, he said that it is important to
have a maximum 20% rate of positivation, the doctor added.



