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VIRTUAL TRY ON SYSTEMS FOR CLOTHES: ISSUES AND 
SOLUTIONS 

Mihai FRÂNCU1, Florica MOLDOVEANU2 

Virtual try on (VTO) systems for clothes are complex systems with many 
components. In this paper we introduce some 3D scanning and reconstruction 
techniques for fashion and then give a presentation of the available garment 
simulation techniques and possible simplifications. These methods were all 
implemented by us with a focus on constraint based simulation. In the end we refer 
to real-time rendering and simulation and its challenges together with possible 
solutions, e.g. GPGPU.  
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1. Introduction 

The technologies needed for a virtual try on (VTO) system overlap a lot 
those required by CAD software for designing apparel [1]. Some of the companies 
that have developed such CAD systems include Optitex, Lectra (Modaris), Toray-
Acs, Gerber (AccuMark), Investronics, Assyst-Bullmer, DressingSim. Another 
example is the software Marvelous Designer from CLO Virtual Fashion, which is 
used in both textile industry and entertainment. 

The most well-known and documented experiments with VTO are those of 
MiraLab in Switzerland [2, 3]. They identify three most important modules of 
such a system: a body sizing module, a motion retargeting module and a cloth 
simulation module. The garments are always considered available in their studies 
from sewing together 2D patterns around a body, just like in CAD systems. Note 
that in this paper we are focusing mainly on real-time rendering and simulation 
solutions that make use of a virtual reality (VR) environment rather than an 
augmented reality (AR) one. 

At the moment there are no working virtual try on systems available on the 
market but there has been ongoing work for more than a decade by companies and 
academia. For example, HumanSolutions participated in such a project with 
several German universities [4]. Other startups in the field include PhiSix, 
TriMirror, Fitiquette, 3D-a-porter and possibly others. 
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From our standpoint there are a few key challenges that are very similar 
but not always to those outlined by the references from MiraLab:   

• avatar creation - can be done through parametric interpolation via a UI, 
but scanning and photos can be alternative sources; 

• avatar animation - can be created by hand, from motion capture and there 
is also the option of real-time skeletal data from a Kinect like device 
("virtual mirror"); 

• garment acquisition - we cannot always rely on patterns so we need to be 
able to reconstruct the model from existing physical clothes; 

• cloth simulation - is the main performance bottleneck (especially on the 
collision detection side); ideally it has to be both realistic and run in real 
time: a middle ground has to be reached; 

• rendering - this is preferably done in web browsers (WebGL) and on 
mobile (OpenGL ES), but desktop computers are the fastest; 

• cloud processing - this is a possible solution for offloading some of the 
simulation computation; challenges include geometry or video streaming 
and interaction lag. 

1.1. Avatar creation and animation 
There exist 4 major ways of 3D reconstructing the body: from laser scans, 

from structured light, from depth cameras and from photos. The most accurate 
body reconstruction involves laser scanning and many times it is not fully 
automated, requiring some human input [1]. The person being scanned needs to 
wear tight clothes for accurate features determination and sizing. The alternatives 
are thermal/infra-red (IR), X-ray backscatter or millimeter wave scanners, but all 
these are expensive solutions that can only be installed in shops and can’t be used 
at home. 

Body surface reconstruction methods from point clouds can be classified 
as three types [1]: 

1. implicit (level sets, signed distance fields, moving least squares, radial 
basis function, Poisson reconstruction); 

2. parametric (NURBS, T-spline) and 
3. triangulation methods (Delaunay).  

The laser scanning solution from Human Solutions [4] creates large point 
clouds (hundreds of thousands) which are then converted to NURBS surfaces and 
color information is also acquired as textures. All characteristic feature points are 
captured automatically and used to create the inner skeleton for animation and 
skinning. Another alternative is the TC2 body scanner using structured light (i.e. 
bands or other patterns of light that get deformed when projected on surfaces). 

Depth cameras (e.g. Kinect) have been used in the recent years for 
scanning and reconstructing objects [5]. They can also be used for implementing 
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VTOs [6] mainly for capturing skeletal movement and many augmented reality 
(AR) based startups are using it (e.g. Fitnect). Their downside is that they are less 
accurate and noisy compared to laser scanners [7]. Commercial software for 
Kinect based reconstruction also exists, e.g. Skanect (Occipital) or MyBodee 
(Styku). Bodymetrics offers a reconstruction booth for in-shop use. More recently 
a portable IR sensor for the iPad (Structure Sensor from Occipital) has been 
launched that is similar to Kinect and has its own reconstruction mobile 
application. 

Reconstruction from images is also possible [1], e.g. from 4 orthogonal 
directions photos. Such a solution is provided by the startup Fitle. This is similar 
to the general purpose method provided by Autodesk with 123D Catch. Other 
similar stereo computer vision based reconstruction software packages include 
Agisoft PhotoScan, Pix4D or VisualSFM; the latter two were used for scanning 
statues together with Poisson surface reconstruction and mesh post-processing 
[31]. A system which uses both webcams and Kinect cameras is presented in [8]: 
it only needs a front and a profile picture; they mention camera calibration issues 
and need to extract the background. Another problem may be that the pose is not 
symmetric (solutions are presented in [1]) or that users will be reluctant to stand in 
a regular pose (close to a T-pose). Wearing loose clothes is another obstacle but 
an image based solution has managed to overcome it [9]. 

A different option is to edit the avatar body parametrically using sliders for 
different body dimensions; this is available for example in Marvelous Designer. 
Such techniques are used by the MiraLab VTO and described in [2]; they can be 
categorized as follows: interactive, reconstructive, example based, 
anthropometric, and multi layered modeling. Basically a template body model is 
deformed in real time until the desired shape is attained. Using anthropometric 
standards (ISO-7250, ISO-8559, EN-13402) and dimensions of the main body 
regions they create a body that is then deformed using free form deformation 
(FFD) and radial basis functions (RBF) [10]. Other techniques relying on feature 
points, curves and patches or parametric design of human models (example based 
model synthesis) are presented in [1]. An existing solution is the open-source 
MakeHuman API. 

Avatar animations can be created by hand for a standard size avatar using 
tools like Autodesk 3D Studio MAX or Maya. Motion capture is an alternative, 
i.e. capturing the motion of real people doing actions related to trying out clothes. 
When changing morphology of the avatar the animations have to be adapted to the 
new skeleton. This is not a straightforward task and is called motion retargeting. 
The MiraLab VTO uses spacetime constraints [2] as an alternative to inverse 
kinematics (IK). Other manual or automatic changes may have to be made in 
order to prevent limb inter-penetrations. Care must be taken to address footskate 
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[46] (feet move when they ought to remain planted) and balance, i.e. the zero 
momentum point (ZMP) should fall in the supporting area. 

1.2. Garment acquisition 
For reconstructing clothes again laser scanning is the best choice, but 

depth cameras can be used too. Recently methods using photogrammetry and light 
fields have given good results; structure from motion (videogrammetry) is also 
possible. One preferred method for reconstructing deformable surfaces from 
multi-view photography is the one in [42]. A popular example of software doing 
such 3D reconstruction from photos is Agisoft PhotoScan. An open-source 
alternative is VisualSFM but it behaves more poorly [11]. Usually these image 
scanning techniques require tens of DSLR cameras arranged in a cylindrical rig 
with lighting. The resulting mesh is cleaned up and texture is generated and 
projected onto it. Note that garments are photographed on a mannequin. 

Capturing moving cloth techniques are described in [12] and [13]. The 
former needs no markers, uses 16 viewpoints, but needs to fill holes. The latter 
needs a color pattern on the cloth and uses multiple synchronized video cameras 
too. All these methods fall under the category of stereo computer vision, although 
there is some ongoing effort of using sequences of monocular images for 
reconstruction too [43]. More recently Zhou et al. [14] were able to reproduce 
garment from a single front image. 

The type of the material is also important for the look of the simulation. 
One needs to make the difference between linen, fleece, satin, knit, silk, denim 
etc. The material parameters can be obtained through direct mechanical testing of 
the fabric, e.g. the Kawabata Evaluation System (KES) [3]. A more advanced 
method that uses both mechanical testing and 3D cloth surface reconstruction was 
developed recently [35]. Others have tried to deduce these parameters from video 
sequences (see [15] or more recently [16]). 

2D patterns can be imported from a CAD format or scanned from paper or 
an image [17]. In the case of patterns not being available, another approach is to 
scan clothes using a mannequin of standard size. One ca use more mannequin 
sizes for different clothes sizes (e.g. S, M, L, XL) or use interpolation instead as in 
[4] or [51]. Care must be taken that the mannequin and background elements are 
subtracted from the garment mesh. If using photographic reconstruction 
techniques, the captured mesh might have holes that need to be filled (see [12]). 
Problems may also appear with transparent objects. Even if using laser scanning 
the resulting shape may have similar problems that need to be fixed. 

2. Cloth simulation 

Cloth simulation is a complex and time consuming step consisting of two 
parts: collision detection and the physics solver. We will start with the latter and 
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describe the methods that we used. Most cloth simulation methods treat the fabric 
as a network of mass particles and springs between them. These systems are 
solved either through implicit integration or constraint projection. Explicit 
integration is usually not an option as it can get very easily unstable, especially for 
time steps used in real-time simulation. Other simulation models treat the cloth as 
a continuum and use the finite element method (FEM) to solve the partial 
differential equations (PDE) of motion. Mass-spring systems on the other hand 
integrate directly ordinary differential equations (ODE). The FEM method is more 
accurate and better suited for simulating real fabrics; real-time simulation is 
possible but it is still slower. Therefore the mass-spring model is a faster solution 
for real-time but may not be realistic enough. A special case of mass-spring 
systems is constrained based dynamics (infinitely stiff springs), which is 
becoming more and more popular in games and even 3D authoring tools like 
Autodesk Maya (Nucleus [47]). 

A favored method in games for simulating cloth is position based 
dynamics (PBD) as it is easy to implement; still it needs further improvements, 
e.g. on the self-collision side and optimization for real-time (parallelization). 
Open-source cloth engines include the one in Bullet (PBD), VegaFEM or 
OpenTissue (implicit). Commercial solutions are available from Havok and 
PhysX APEX (also available for free). 

2.1. Mass-spring systems 
Most often cloth is modeled as a particle system, i.e. masses connected by 

springs. The positions of the particles are denoted by vectors ix  and the forces in 
the springs have the form: 
 ,ˆ)(=),( ijijijijji lk xxxxf −−  (1) 
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you can see the resulting force is linear, but other models with higher order 
polynomials than quadratic potentials can be used too [36]. Using Newton’s 
second law: iiim fx = , we can calculate the trajectories of the particles using a 
numerical integration scheme. The simplest methods are explicit and include 
Forward Euler, Symplectic Euler (SE), Verlet, Leapfrog, Runge-Kutta of order 2 
or 4 (RK2 and RK4). Unfortunately they can blow up easily if the time step goes 
out of a stability domain: e.g. for SE and Verlet ω2/≤h , where ω  is the highest 
angular frequency in the system. This forces us to use very small time steps which 
can incur a performance cost. 
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Implicit methods on the other hand are unconditionally stable at the price 
of artificially dissipating energy resulting in numerical damping. Examples of 
implicit schemes include Backward Euler, Implicit Midpoint, predictor-corrector, 
BDF-2 and Newmark [33, 34]. Backward Euler is the most used method in cloth 
simulation thanks to the seminal paper of Baraff and Witkin [18]: 
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Here the forces are evaluated at positions 1+n
ix  which haven’t been yet computed 

and this means we need to solve a nonlinear system in order to advance to the next 
frame. By using the Newton method we obtain a series of linear systems:  
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matrix (see [20] for details). Usually most authors choose to run only one Newton 
iteration and solve only one linear system and obtain satisfactory results. This 
approach is called semi-implicit or linearly implicit. Other methods combine 
explicit integration with implicit integration of the stiffer components of the 
motion - these are known as IMEX methods [41]. 

We have implemented many of these integration schemes (Symplectic and 
Implicit Euler, Implicit Midpoint, Newmark) mainly as a reference. Also, we 
developed a new method for implicitly integrating mass-spring systems based on 
mathematical optimization and the Nonlinear Conjugate Gradient algorithm [27]. 

2.2. Position based dynamics 
This method was originally used in molecular dynamics simulations and is 

a nonlinear form of constrained dynamics - most popular methods are Shake and 
Rattle [19]. It was pioneered in games by Jakobsen [21] and later refined by 
Müller [22] under the name position based dynamics (PBD). Since then the 
method has been used by many authors for many applications [23] and was better 
developed theoretically by Goldenthal [24] who called it fast projection. The most 
general equations of constrained dynamics are: 

 ,= ext
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where )(xc  is the vector function of constraints, )(= xcJ ∇T  is its gradient and λ  
is the Lagrange multipliers vector enforcing the constraints, i.e. the magnitudes of 
the internal forces. The equations of motion (2) can be integrated using any 
explicit method, preferably a symplectic method like Verlet for example: 
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The projection method involves advancing the positions under external forces 
only (unconstrained step) and then projecting them onto the constraint manifold 
by solving the nonlinear equation (3). This is usually done by employing a 
relaxation method like nonlinear Gauss-Seidel, but we also used other methods, 
e.g. Newton method (fast projection) or optimization techniques [25]. 

Initially position correction methods were used to enhance spring based 
simulation and were called inverse dynamics [39] or strain limiting [40] 
techniques. We proved in our work that PBD is actually a full-fledged physical 
method and that it is equivalent to implicit integration of elastic systems [27]. 

2.3. Finite element method 
The finite element method (FEM) for solving the partial differential 

equations of continuous elastic media can also be applied to thin surface materials 
like cloth. This involves defining a planar strain tensor based on the partial 
derivatives of a deformation function ),( vuw  defined over a parametrization of 
the mesh (e.g. texture coordinates, warp and weft). We are only considering linear 
FEM here, so for a triangle ),,( kji  these are constant and expressed by [18]:  
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The above vector can be denoted by Tw∇  and used to construct the Green-
Lagrange strain tensor, i.e. a 2x2 symmetric matrix whose components are:  
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In the context of cloth it is actually more convenient to use this nonlinear strain 
instead of the linear Cauchy strain, resulting in a Saint Vennant-Kirchoff model of 
nonlinear elasticity [3]. The stress tensor )(εσ  is obtained from differentiating the 
energy density function: )(ˆ)(ˆ=)( xxx T εEεΨ , where E  is a matrix expressing the 
stress-strain relationship and the hat denotes conversion from symmetric tensor to 
3-vector (for a derivation in 3D see [32] Part I). It usually has the form:  
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where E  is Young’s modulus and ν  is the Poisson ratio. Different Young’s 
moduli can be used for each of the two main orthogonal fabric direction, i.e. warp 
and weft. Similarly we can use different values for the Poisson ratios to model full 
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anisotropy of the material, and we can also replace the last diagonal element in the 
matrix by G  - the shearing modulus. 

Forces are then computed from the stress tensor and applied to each 
particle [20] (masses are considered lumped in the nodes of the mesh). The 
integration method is again important for stability and so implicit schemes are 
preferred. You can find such a solution in [26] together with a spline-based 
approximation of the nonlinear stress-strain relationship. We chose to implement 
a different version of FEM cloth simulation based on constraints and PBD [27]. 
You can find another PBD variant of FEM cloth simulation in [37]. 

2.4. Damping and bending 
There are two ways of adding damping to cloth simulation: along the 

spring directions and air drag. The former has a similar expression to (1):  
,ˆ)](ˆ[=),( ijjiijijjid d xvvxxxf −⋅−  

where ijd  is the spring damping coefficient, while the latter is a simple viscous 
drag force of the form vf η−=v . The gradient of the damping force is the matrix 
D  used for implicit integration. Many times it is approximated using Rayleigh 
damping: KMD γη +=  [34]. As you can see the first term corresponds to viscous 
drag and the second to dashpots having stiffness ijk  and damping factor ijij kd γ= . 

Bending is a more complex phenomenon as it takes place out of plane. The 
simplest approach is to add low stiffness springs between order 2 neighbors in the 
connectivity graph [30]. Another approach we used is a "nonlinear hinge" 
approach like in [18, 22]: this measures the dihedral angle between two triangles 
sharing an interior edge and tries to keep it constant. We also tried more accurate 
bending force models based on curvature energy and simplifications of it [29]. 

We added the above damping model to our direct force integration 
simulators and also to the PBD simulation by means of a transformation method 
that we devised [27]. Unfortunately we had to exclude the first term of Rayleigh 
damping, but we added back air drag through explicit integration. 

5. Realism and performance 

Cloth materials are usually very resistant to stretching and slightly less to 
shearing. The most freedom a fabric has is for out-of-plane movement, i.e. 
bending. Thus an accurate bending model is important for replicating real cloth. 
Other phenomena like anisotropy, hysteresis, plasticity, damping and viscosity are 
also important to cloth modeling [38], but each introduces further complexity and 
performance issues. Also, depending on the model chosen, it is not trivial to set 
the parameters of cloth so that they match a real material (e.g. silk, denim, linen, 
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cotton, polyester): some have to be chosen from measured parameters, some by 
hand and some from pre-stored presets that can be modified. 

In conclusion, we had to make a trade-off between accuracy and speed, 
depending on the computing power available. Another factor that impacted both 
performance and realism was tessellation: coarser simulation meshes run faster 
but produce less folding and wrinkles. High frequency details like wrinkles can be 
added after the simulation in a plausible fashion [48]. There also exist adaptive 
tessellation techniques [28] that refine the simulation mesh depending on the 
current level of detail, visible parts etc. 

Other methods involve "cheating": the simulation is pre-computed in all 
sorts of possible ways that the avatar could move and the new poses and 
animations are interpolated [53]. Also, if all the animations are known in advance, 
the whole simulation can be computed on a super-computer in the cloud. Still two 
problems arise: how to stream the data (e.g. geometry or video) and how to handle 
network lag (especially if using Kinect or the scene is non-deterministic). 

6. Collision detection and handling 

The physics solver also deals with the contacts between objects which are 
reported by the collision detection system. It is extremely important not to allow 
inter-penetrations and both solving and detecting such contacts can be 
computationally expensive. This is extremely problematic for the case of self-
collisions of cloth, as the cloth is very thin, it gets tangled very easily [49] and it is 
very hard to tell which side is “the right side” for resolving contacts. In this regard 
continuous collision detection (CCD) algorithms and bounding volume 
hierarchies (BVH) were needed to solve and accelerate the (self-)collision 
problem [40]. We also had to account for friction, which can prove quite a 
daunting problem, and so we adapted a method from rigid body simulation [54]. 

One solution for reducing the overhead of collision with the body is to 
approximate it with primitives, e.g. spheres, ellipsoids, capsules. We did this 
manually but we had to use big tolerances to account for all possible movements. 

 We differentiate between cloth collisions with external objects and self-
collisions (includings collisions with other pieces of cloth). External collisions can 
be with static objects or dynamic objects and both types can consist of a triangle 
mesh or a collection of volumetric primitives. Collision detection against static 
triangles or primitives was done in a discrete fashion for the case when the cloth is 
not moving too fast (or for small time steps): intersection was tested at the 
beginning of the frame with the current positions of the cloth vertices. When the 
relative velocity between the cloth and the possibly dynamic object was high, we 
resorted to CCD techniques, i.e. trajectories of objects are linearly parametrized in 
time as swept shapes (particles become segments, spheres become capsules, etc). 
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As you can imagine, CCD was more complex to implement and more 
computationally expensive. You can see some of our results in Fig. 1. 

 
Fig. 1: Complex cloth simulation scenarios with self-collision simulated in real-time 

In the mass-spring framework, contacts are solved using the penalty 
method: springs are added between colliding objects that push them apart until 
they do not intersect anymore. The elastic force can depend on the penetration 
depth or the volume of the overlapping region. These forces are the normal 
reaction forces nf  which can then be used to compute friction forces: these have 
magnitude equal to nfμ  (where μ  is the friction coefficient) and direction 
opposite to the sliding velocity vector. 

In the context of rigid body simulation, penalty methods have not proven 
to be a robust method and so they were replaced by non-smooth constrained 
dynamics methods. On a mathematical level they can be expressed as a nonlinear 
complementarity problem [52]: .=)(,,)( 0xcλ0λ0xc T≥≥ These methods fit very 
well with the  constraint projection framework of  PBD and this is why we chose 
not to use penalty methods in our work [27, 54]. 
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7. Rendering 

When rendering cloth we had  two options: either render the simulation 
mesh or render a different mesh that moves in sync with the simulation. The 
former is easier but usually the cloth mesh is quite coarse for rendering. The first 
solution was to further tessellate the cloth mesh at every frame. One way is to use 
subdivision surfaces [45] or use the points and their normals to do an implicit 
surface reconstruction [50]. We tested some tessellation methods ourselves: for 
rectangular grid meshes we used a bicubic interpolation method (e.g. Catmull-
Rom) to subdivide the quads, while for triangle meshes we tried GPU enabled 
tessellation shaders, but the results proved unsatisfactory in both cases. 

The tessellation can also be too expensive, so using a different render 
mesh can prove a better choice. An advantage of this second method is that you 
can use any type of mesh (e.g. non-manifold). The process we developed for 
moving the render mesh along with the cloth resembles FFD [44] and requires a 
registration step that maps each vertex on the render mesh to the simulation mesh. 
We stored the barycentric coordinates of the vertex with respect to the closest 
triangle along with the height of the resulting tetrahedron (with the vertex as the 
apex). This way when the reference mesh deforms the new vertex position can be 
linearly interpolated inside the triangle and then translated along the normal.  

8. Acceleration 

The most straightforward way of accelerating cloth simulation and 
collision detection as well as the other modules of the VTO is parallelization. This 
can be done on multi-core CPUs (e.g. ranging from Intel Core to Xeon Phi), 
clusters or on SIMD processors (SSE/AVX, GPU). The most promising of these 
was for us general purpose GPU computing (GPGPU) which can provide much 
more number crunching power than the traditional CPU even on consumer 
devices. Unfortunately not all programs can be ported to GPGPU and algorithms 
need to redesigned in order to exploit the very wide SIMD architecture of 
graphics processors. This is why we developed new constraint solvers based on 
the Jacobi and Conjugate Residuals methods and were implemented in parallel on 
the GPU using OpenCL kernels [27, 54]. 

8. Conclusions 

In this paper we described the full pipeline needed to create a virtual 
fitting room for fashion and the challenges associated with it. Providing a real 
time simulation of realistic apparel on current generation computers or mobile 
devices is still a difficult task despite all the hardware advances. Of all the 
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modules that make up a VTO system we have dealt directly in our own work with 
cloth simulation, collision detection and rendering [25, 27, 54]. 

There are at least three methods for simulating cloth, each with advantages 
or computational costs. Mass-spring models are cheap, but are slowly being 
replaced by FEM for more accuracy and realism. PBD may seem less physically 
correct, but it can actually be used to simulate continuous elastic materials and it’s 
becoming more and more popular for real-time and games. The collision detection 
phase is the other bottleneck besides the physical solver and it is also need of  
acceleration data structures and parallelization. 
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