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GEOMETRIC PROGRAMMING APPROACHES OF RELIABILITY

ALLOCATION

Constantin Udrişte1, Saad Abbas Abed2 and Ionel Ţevy3

One of the important problems in the reliability design of a system is to allocate
the reliability values to diverse constitutive units of the system. Every system has a

reliability goal that needs to be achieved. Reliability allocations are used to set the goals

for various subsystem or functional blocks such that the overall system level reliability can
be achieved in an effective way. Our model discussed the posynomial cost function, taking

into account all its properties regarding multivariate monotony and convexity (either

Euclidean or with respect to a connection). Such a cost and the reliability constraint,
associated to reliability polynomial, lead us to geometric programming method.
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1. Introduction

Reliability Allocation addresses the setting of reliability goals for individual compo-
nents in order to meet a specified reliability goal and achieve a proper balance between the
component goals. A proper balance usually refers to approximately equal relative time of
development, difficulty, risk, or to reducing overall development costs. The model assigns
reliability to a component according to the cost of increasing its reliability. In a complex
system, it is necessary to translate overall system characteristics, including reliability, into
detailed specifications, for the numerous units that make up the system. The process of
assigning reliability requirements to individual units to attain the desired system reliability
is known as reliability allocation. The allocation of system reliability involves solving basic
program. Any design encapsulate the assignment of the values of many associated decision
variables, for example, with thicknesses, lengths, widths, and proportions of various materi-
als. The initial values allocated to the system itself should either be the specified values for
the distinct reliability metrics of the system, or a set of reliability values which are slightly
more difficult to obtain than the specified values. This is due to two factors: firstly, the
system’s reliability equation is required as an input by the model; secondly, the model also
requires cost as a function of the component’s reliability as an input. This cost function will
function as the requital of increasing the a reliability of a component. The total system cost,
which is the objective function to be reduced, is assumed as the sum of the costs of each
individual component. Such types of problems can also be found in mechanical, electrical
or computer hardware and software systems, and they have been examined in a number of
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studies. The model allocates reliability to a component according to the cost of increasing
its reliability.

This paper examines possible approaches to allocate the reliability values such that
the total cost is minimized. It is organized as follows. Section 2 gives new properties of
monomials regarding the monotony and convexity. Section 3 describes geometric program-
ming models for series systems, parallel systems, general systems. Section 4 underlines
the possibility of using generalized geometric programming to solve reliability allocation
problems. Finally, Section 5 provides some conclusions and a discussion of potential future
research for a geometric programming reliability problem. Our ideas sprang from a desire to
diversify following topics: systems dependability assessment [1], geometric programming [2],
[7], [10]-[12], [15], geometric modeling in probability [3], Euclidean convexity [4], Riemann-
ian convexity [13], reliability optimization [5], [8], [9], [14], multivariate function monotony
[6].

2. Cost function as posynomial

A geometric program (GP) is a type of mathematical optimization problem character-
ized by objective and constraint functions that have a special form (monomial, posynomial,
signomial).

2.1. Monomial and posynomial functions

Let x1, ..., xm denote m real positive variables, and x = (x1, ..., xm) the associated
vector. A real valued function of the form

f(x) = cxa11 · · ·xamm
where c > 0 and ai ∈ R, is called a monomial function. We refer to the constant c as the
coefficient of the monomial, and we refer to the constants a1, ..., am as the exponents of the
monomial. Monomials are closed under product, division, positive scaling, power, inverse.

Also, any monomial of type ϕ(x) = xa11 x
a2
2 is: (i) monotonically increasing in each

variable, if a1 > 0, a2 > 0; (ii) bimonotonically increasing, i.e.,

(x1, x2) ≤ (y1, y2)⇒ ϕ(x1, y2) + ϕ(y1, x2) ≤ ϕ(x1, x2) + ϕ(y1, y2),

iff a1a2 > 0; (iii) monotonically of Lebesgue type, i.e., for each domain D ∈ R2
+, the function

attains the extremum values on boundary ∂D.
Moreover, the monomial ϕ(x) is Euclidean convex if and only if

a1 < 0, a2 < 0, or a1 + a2 < 1 and a1a2 < 0.

Theorem 2.1. The general monomial ψ(x) = xa11 · · ·xamm is: (i) monotonically increasing
in each variable, if a1 > 0, . . . am > 0; (ii) multi-monotonically increasing, i.e.,

(x1, . . . , xm) ≤ (y1, . . . ym)⇒
∑
A⊂Nm

(−1)cardA
∏
i∈A

xaii
∏

j∈Nm\A

y
aj
j ≥ 0

iff a1 · · · am > 0; (iii) monotonically of Lebesgue type, i.e., for each domain D ∈ R2
+, the

function attains the extremum values on boundary ∂D.

Proof. (ii) We use the identity∑
A⊂Nm

(−1)cardA
∏
i∈A

xaii
∏

j∈Nm\A

y
aj
j =

n∏
i=1

(yaii − x
ai
i ).

If yi ≥ xi, then sgn (yaii − x
ai
i ) = sgn ai. �
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For a general monomial ψ(x) = xa11 · · ·xamm , to formulate necessary and sufficient
conditions for convexity is a difficult task. A simpler sufficient condition is obtained using
the function g(x) = lnψ(x), g(x) = a1 lnx1 + . . . + am lnxm. The function ψ(x) = eg(x) is
Euclidean convex for ai < 0, i = 1, ...,m, since g(x) is Euclidean convex in this case.

Theorem 2.2. There exist an infinity of linear symmetric connections Γijk(x) on Rm+ such

that the monomial ψ(x) to be convex.

Proof. We start by computing dg(x) = a1
x1
dx1 + . . .+ am

xm
dxm and d2g(x) = −a1

x2
1
dx21 − . . .−

am
x2
m
dx2m. Since

Hessiig(x) = − ai
x2i
− Γhii(x)

ah
xh
, Hessjkg(x) = −Γhjk(x)

ah
xh
,

there exist an infinity of connections Γijk(x) satisfying the algebraic system

− ai
x2i
− Γhii(x)

ah
xh

= 0, Γhjk(x)
ah
xh

= 0.

The function g(x) is linear affine with respect to a connection and hence ψ(x) = eg(x) is
convex with respect to that connection. Indeed,

Hessjkψ = eg
(

∂2g

∂xj∂xk
+

∂g

∂xj

∂g

∂xk
− Γhjk

∂g

∂xh

)
= eg

aj
xj

ak
xk
,

which is positive semidefinite. �

The linear connection in the previous Theorem can be selected to be Riemannian. As
for example, the monomial Riemannian metric

g11 = xα1
1 , . . . , gmm = xαmm

determine the monomial Christoffel symbols Γijk with non-zero components Γiii = 1
2
αi
xi

and
the geodesics

ẍi(t) +
1

2

αi
xi

(ẋi)
2(t) = 0, i = 1, . . . ,m,

i.e.,

xi(t) =

{
(ki t+ Ci)

2
αi+2 if αi 6= −2

Cie
kit if αi = −2.

Then, for the connection in Theorem 2.2, we need to select the parameter α = (α1, . . . , αm) =
(−2, ...,−2).

Remark 2.1. Moving to a non-trivial Riemannian metric or moving to a non-trivial linear
connection on Rm+ , we preserve, create or destroy convexity of functions. These changes are
based on the idea of convexity in relation to geodesics or auto-parallel curves.

A natural and valid objection might be raised as to why actually started to speak about
the convexity in general sense, when there is a simpler Euclidean convexity. We can allege
at defendendum before the Court of Conscience that we have got chummy with differential
geometry in so far as we can understand its reasoning with equal case as we understand
Euclidean context. Though, we should mention that does not matter how we obtain the
convexity since once it is created we have all ingredients for convex programming theory (see
[14]).

If the monotony and convexity are objectives in a problem, then the exponents ai are
used as decision parameters.



6 Constantin Udrişte, Saad Abbas Abed, Ionel Ţevy

A function of the form

f(x) =

K∑
k=1

ckx
a1k
1 · · ·xamkm ,

where ck > 0, is called a posynomial function. Being a finite linear combination of monomi-
als, with positive coefficients, its properties regarding monotony and convexity are coming
from those of constitutive monomials. Also, posynomials are closed under sum, product,
positive scaling, division by monomial, positive integer power.

2.2. Cost function as posynomial

In reliability problems, we accept that partial costs are not offset each other. Also,
having in mind the properties of monomials, the cost function can be defined as a posynomial

C(R1, ..., Rm) =
∑
i∈[k]

ai

m∏
j=1

R
aij
j , 0 < Rj ≤ 1, ai > 0.

When an exponent aij is negative and the corresponding Rj → 0, the cost explodes, i.e.,
C →∞. Specification of coefficients ai and exponents aij depend on the system design.

3. Geometric programming models

We assume that a system has been designed at a higher level as an assembly of
appropriated connected subsystems. In general the functionality of each subsystems can be
unique, however there can be several choices for many of the subsystems providing the same
functionality, but differently reliability levels.

3.1. Series system

Notations: 0 < Rj ≤ 1 is the reliability of component j; the posynomial

C(R1, ..., Rm) =
∑
i∈[k]

ai

m∏
j=1

R
aij
j

is the total system cost, where ai > 0 are cost coefficients, RS is the system reliability, RG
is reliability goal.

Consider a series system consisting of m components, with the reliability RS =
R1 · · ·Rm. The objective is to allocate reliability to all or some of the components of
the system, in order to meet that goal with a minimum cost. The problem is generally a
non-linear programming problem:

min
R

C(R1, ..., Rm) =
∑
i∈[k]

ai

m∏
j=1

R
aij
j , ai > 0

s.t. RS = R1 · · ·Rm ≥ RG
0 < Rj ≤ 1, j = 1, ...,m.

This program is designed to achieve a minimum total system cost.
We reformulate the previous program in standard geometric programming form

min
R

C(R1, ..., Rm) =
∑
i∈[k]

ai

m∏
j=1

R
aij
j

s.t. RGR
−1
1 R−12 · · ·R−1m ≤ 1, 0 < Rj ≤ 1, j = 1, 2, ...,m.
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Using the matrix of the exponents

A =


a11 a21 ... an−1 1 −1
a12 a22 ... an−1 2 −1
. . . . .

a1m a2m ... an−1m −1

 ,

the associated dual program can be written

max
α

P (α) =

{(
a1
α1

)α1
(
a2
α2

)α2

· · ·
(
RG
αn

)αn}
ααnn

s. t.

α1 + α2 + ...+ αn = 1 (normality)

Aα = 0, α = (α1, ..., αn)T (orthogonality).

Further, the solution of the dual program will give the solution of the primal program.

3.2. Solving dual program

Ingredients: n = number of terms; m = numbers of variables.
Algorithm: (1) find degree of difficulty = n − m − 1; (2) find (α1, α2, ..., αn); (3)

evaluate P ∗(α); (4) find ui = αi P
∗, i = 1, 2, ..., n; (5) calculate (R∗1, R

∗
2, ..., R∗m), using the

algebraic system
m∏
j=1

R
aij
j =

αi P
∗

ai
, i = 1, 2, ..., n.

This last nonlinear system is easily linearized by taking logarithms, and denoting
R∗j = exp(ωj):

m∑
j=1

aijωi = ln
ui
ai
, i = 1, 2, ..., n.

Example 3.1. Consider a series system consisting of 3 components and the geometric
programming problem

min
R

C = a1R
2
2R

3
3 + a2R

2
1R

2
3 + a3R

3
1R

2
2

s.t. RGR
−1
1 R−12 R−13 ≤ 1, 0 < Ri ≤ 1.

Solution: m=3,n=4; degree of difficulty 4− 3− 1 = 0. Dual G.P.

max
α

P =

(
a1
α1

)α1
(
a2
α2

)α2
(
a3
α3

)α3
(
RG
α4

)α4

(α4)
α4

A =

0 2 3 −1
2 0 2 −1
3 2 0 −1

 , α = (α1, α2, α3, α4)T

s.t. α1 + α2 + α3 = 1 (normality)

Aα = 0 (orthogonality).

We obtain α1 = 0.4;α2 = 0.2;α3 = 0.4;α4 = 1.6. Now calculate P ∗ and

u1 = a1R
2
2R

3
3 = 0.4P ∗, u2 = a2R

2
1R

2
3 = 0.2P ∗,

u3 = a3R
3
1R

2
2 = 0.4P ∗, u4 = RGR

−1
1 R−12 R−13 = 1.6P ∗.

The optimal reliabilities are solutions of the system

R2
2R

3
3 =

0.4P ∗

a1
, R2

1R
2
3 =

0.2P ∗

a2
, R3

1R
2
2 =

0.4P ∗

a3
,
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and furthermore

R−11 R−12 R−13 =
1.6P ∗

RG
.

To solve the foregoing system, we use the logarithm, and ωi = lnRi:

2ω2 + 3ω3 = ln

(
0.4P ∗

a1

)
= m1

2ω1 + 2ω3 = ln

(
0.2P ∗

a2

)
= m2

3ω1 + 2ω2 = ln

(
0.4P ∗

a3

)
= m3.

We find

ω1 = −m1

6
+
m2

4
+
m3

6
, ω2 =

m1

4
− 3m2

8
+
m3

4
, ω3 =

m1

6
+
m2

4
− m3

6
and hence

R∗1 = eω1 , R∗2 = eω2 , R∗3 = eω3 .

The problem has solution since the exponents are negative.

3.3. Parallel system

A parallel system is a configuration such that, as long as not all of the system compo-
nents fail, the entire system work and the total system reliability is higher than the reliability
of any single system component.

Theorem 3.1. A series system S is dual to a parallel system S′ via the diffeomorphism
RS′ = 1−RS , R′i = 1−Ri, only if they have the same number of components.

Proof The multivariate reliability polynomial RS =
∏m
i=1Ri is changed into 1−RS′ =∏m

i=1(1−R′i).

Corollary 3.1. The geometric program for a parallel system is equivalent to the geometric
program for a series system.

In fact, it is enough to replace Ri by 1−Ri.

3.4. General system

Let RS be the reliability polynomial associated to the system S. Assume that this
polynomial contains both ”positively” and ”negatively” terms. We group the ”positive”
terms in Σ1 and the ”negative” terms in Σ2, i.e., we write RS = Σ1 − Σ2. A constraint
of the form RS ≥ RG is transformed in two standard geometric programming constraints,
using a new positive (dummy) variable T and imposing

Σ1 ≤ T, T ≥ RG + Σ2.

Then, the initial constraint is equivalent to

T−1Σ1 ≤ 1, T−1RG + T−1Σ2 ≤ 1.
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4. Generalized geometric programming problem

Geometric programming approaches of reliability allocation allows use the generalized
posynomials: a generalized posynomial is a function formed using addition, multiplication,
positive power, and maximum, starting from posynomials or composition of posynomials.
Of course it appear a generalized geometric programming problem: minimize generalized
posynomials over upper bound inequality constraints on other generalized posynomials. A
generalized geometric programming problem involves at least two distinct phases: in the first,
a feasible point is found (if there is one); in the second, an optimal point is found. Several
extensions are readily handled. For example, if f is a posynomial and g is a monomial, then
a constraint of the form f ≤ g can be handled by expressing it as f/g ≤ 1 (since f/g is
posynomial).

Any generalized geometric programming can be turned into equivalent standard geo-
metric programming.

5. Conclusions

Every system has a reliability goal that needs to be achieved. The main focus of this
paper is allocating components with constraints for a reliability system, discussing in detail
the development of an integrated reliability model. A system reliability optimization prob-
lem through reliability allocation at the component level was conceived using geometrical
connotations. We proposed a model for allocating a system reliability requirement with a
given confidence level. The model formulas discussed the posynomial cost function in gen-
eral and some inequalities constraints associated to the reliability polynomial. The problem
was solved by applying geometric programming, and was confirmed using an example solu-
tion. The suggested model would be able to be applied to system design with a reliability
goal with resource constraints for large scale reliability optimization problems. The true
interpretation of the coefficients and exponents used for cost posynomial, in the context of
reliability theory, arise from physical and economic interpretations of system design.
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