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I-STATISTICAL CONVERGENCE IN PROBABILISTIC
NORMED SPACES

Ekrem SAVAS', Mehmet GURDAL?

In this paper, we introduce a new type of summability notion, namely, 1 -
statistical convergence and 1 -lacunary statistical convergence for double
sequences in probabilistic normed space, which is a natural generalization of the
notion of natural density, statistical convergence and lacunary statistical
convergence using the notion of ideals of the set of positive integers N. In this
context, we investigate their relationship, and make some observations about these
classes using the tools of probabilistic normed space.
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1. Introduction

The idea of convergence of a real sequence had been extended to statistical
convergence by Fast [4] and other authors independently as follows: A real

number sequence x=(x,),_, is said to be statistically convergent to L if for

every &>0, 5({keN : |xk—L|28})=O. Our aim is to propose some new

variants of statistical convergence for double sequences in probabilistic normed
space. We put special emphasis on certain summability methods in probabilistic
normed space, in a sense extending original ideas of Das et al. [3] and Savas and
Das [14]. In particular, we obtain a new type of summability notion, namely, I -
statistical convergence and I-lacunary statistical convergence for double
sequences in probabilistic normed space, which is a natural generalization of the
notion of natural density, statistical convergence and lacunary statistical
convergence using the notion of ideals of the set of positive integers N.

Motivated by a result of Salat [13] and Fridy [5] about statistically
convergent sequences, the authors of [7] also defined so called I-convergence
using the notion of ideals of N with many interesting consequences. More
investigations in this direction and more applications of ideals of N can be found
in [2, 11, 16, 17] where many important references can be found.
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In [6], the relation between lacunary statistical convergence and statistical
convergence was established, among other things. Recently, in [9], Mohiuddine
and Savas extended the idea of lacunary statistically convergent double sequences
with respect to the probabilistic normed space. More results on this convergence
can be found in [8].

As for the theory of probabilistic normed (PN) spaces, it was first
introduced by Serstnev [19] by means of a definition that was closely modelled on
the theory of normed spaces. PN spaces are the vector spaces in which the norms
of the vectors are uncertain due to randomness. In a PN space, the norms of the
vectors are represented by probability distribution functions instead of non-
negative real numbers. If x is an element of a PN space, then its norm is denoted
by F_, and the value F (¢) is interpreted as the probability that the norm of x is
smaller than #. Quite recently, this subject was studied by various authors, see [1,
15]. We refer to [18] for more details.

In 1900, Pringsheim [12] introduced the notion of convergence of double
sequences as follows: A double sequence x = (x jk) is said to converge to the limit

L in Pringsheim's sense if for every & >0 there exists an integer N such that
‘x it —L‘ <& whenever j,k > N. This concept was extended to l-convergence of

double sequences by B.C. Tripathy in [20] as follows: Let I, be an ideal of
P(NXN). Then a double sequence (x jk) is said to be lI-convergent to L in
Pringsheim's sense if for every ¢ >0,

{(j,k)eNxN : ‘xjk —L‘Ze}e l,.

Recently in [16] we used ideals to introduce the concept of I -statistical
convergence which naturally extends the notion of statistical convergence and
studied some basic properties of this more general convergence.

As a natural consequence, in this note, we continue our investigation of I -
statistical convergence and introduce the notion of I -statistical convergence and
I,-lacunary statistical convergence for double sequences with respect to the
probabilistic norm F in line of [3]. We mainly try to establish the relation
between these two summability notions.

2. I-Statistical convergence and I-Lacunary statistical convergence
on PN space

In this section we deal with the ideal statistical convergence and ideal
lacunary statistical convergence on the probabilistic normed spaces.

The authors of [3] and [14] defined so called I-statistical convergence
using the notion of ideals of N with many interesting consequences.
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Definition 1. 4 sequence x = {x, }keN is said to be | -statistically convergent to L
or S(I)-convergent to L if, for each £>0 and 6 >0,

{neN : l‘{kﬁn : ||xk—L||ZgH2§}el
n

or equivalently if for each & >0
5,(4(g))=1-1lims,(4(¢))=0,
where Ag)= {k <n:|x, L]z g} and S,(A(¢))= ‘Aff)‘.
In this case we write x, — L(S(I)). The class of all I -statistically

convergent sequences will be denoted simply by S(I). Let 1, be the family of all

finite subsets of N. Then I, is an admissible ideal in N and I -statistically

convergent is the statistical convergence.
By a double lacunary sequence 6, ={(k,./ )}, we mean there exists two

lacunary sequences 6, =(k,) and 6,=() Let h =k —k_, gq = L

]r = (kr—l ’ kr ]’ ZS = Zs - ls—l ’ 5s = lvl_il’ 75 = (ls—l ’ls ]’ krs = krls ° hrs = hr ZS ’
q, = qrgs and the interval determined by & is denoted by
I,={G,j): k_<i<k,l_ <j<L}

We now ready to obtain our main definitions and results.

Definition 2. Let (X,F,*) be a PN space. Then, a sequence x = {xy.} is said to be

I -statistically convergent to L € X with respect to the probabilistic norm F if,
for each & €(0,1), t>0 and & >0,

{(m,n)eNxN : {iSm,an : F(xi/—L;t)Sl—g}‘Zﬁ}elz.

ol
mn
In this case we write x; —F>L(SPN(| ) ))

Definition 3. Let (X,F,*) be a PN space. and 6, be a double lacunary sequence.

A sequence x = {xl.j} is said to be 1-lacunary statistically convergent to L e X

with respect to the probabilistic norm F if, for any ¢ € (0,1), t>0 and 6 >0,

{(r,s)eNxN : }%H(i,j)e[m : F(xy—L;t)Sl—e}P&}e l,.

rs
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F
In this case, we write xl.j—>L( ;N(Iz)) The class of all 1-lacunary statistically
convergent double sequences will be denoted by S g”(l 2).

In the following, we investigate the relationship between I -statistical and
I -lacunary statistical convergence with respect to the probabilistic norm F.
However, to prove Theorem 2 which describes the above mentioned relation we
will need the following result, which gives an alternative characterization of I -
lacunary statistical convergence of bounded real double sequences similar to the
characterization of lacunary statistical convergence given in [6].

Definition 4. Let (X,F,*) be a PN space and 6, be a double lacunary sequence.
Then x = {xﬁ} is said to be N;Z(Iz)-convergent to Le X with respect to the
probabilistic norm F if, for any ¢ e (0,1), t>0 and 6>0,

{(r,s)eNxN Ly F(xij—L,t)Sl—g}elz.

=2
This convergence is denoted by x; — L( g:’(lz)), and the class of such sequences

will be denoted simply by N, (I 5 )

Theorem 1. Let (X,F,*) be a PN space and 6,, ={(k,,1.)} be a double lacunary

sequence. Then o
(i) (a) X; —>L( g‘(lz)): x; —>L( g”(lz)) and
() N, g‘(l ,) is a proper subset of Sg‘(lz)
(ii) X; el’ and X; —>L( ;‘(Iz)): X; —)L( ;“(Iz))
(i) S, (L)L =Ny (1)L
Proof. (i) (a) If £ €(0,1) and X, —)L( g:'(lz)), we can write

Z Flx, —L,1)> ; Flx, - L,2)
(i,/)el, Flx Lt)<1£ '

(i,))el
> elli.j)el, : Flx, - Lit)<1-¢]

L Z F(xy.—L,t)ZhL‘{(i,j)elm : F(xl.j—L,t)Sl—e}‘.

ghrs (i .J )EI rs rs

and so

Then, forany 6 >0 and >0
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{(r,s)eNxN : hL

rs

(i)l F(xy_L,t)31_g}125}
g{(r,s)e NxN : S F(xl.].—L t) <(1- 6‘)5}6 L.

LNn=2
This proves the result.
(b) In order to establish that the inclusion N ;:(Iz)g S;:(Iz) is proper, let 8, be

given, and define x; to be 1,2,...,L1hrSJ for the first L/hmJ integers in /,, and
x; =0 otherwise, for all r,s =1,2,.... Then, for any ¢ € (0,1) and £ >0

hl {(z j)el F( -0, t <l- 8}‘ [\/—]
and for any 6 >0 we get

{(r,s)eNxN ; hi{(i,j)e]m : F(xy—O,t)Sl—g}‘Zé}

g{(r,s)e NxN : [hﬂm]>é}.

rs

Since the set on the right-hand side is a finite set and so belongs to 1, , it follows
that x, — 0(S;"(1,))
On the other hand,
1 1 +1
15ty M)

UNOn=3

Then

{(F,S)ENxN Ly F(xij_(),t)gl_%}

hrs (i:.i)elr:

_ {(r,s)eNxN : [\/h_]([];/h_]”)z%}

which belongs to F(I), since I is admissible. So X; 0( ;‘(Iz))
(if) Suppose that x; —>L( ;”(I 2)) and x el . Then there exists an M >0 such
that F(xl.j —L,Z)Z 1-M V(i,j)e NxN. Given ¢ €(0,1), we have
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Consequently, we get

fisjeriant: L 5 e 1)t

1
R (5%,

{(i, jlel, F(xl.j—L,t)Sl—g}

c {(r,s)eNxN : hL

> % L l,.
2M

Theorem 2. For any lacunary sequence 6., I-statistical convergence with

This proves the result.
(iii) Follows from (i) and (ii).

respect to the probabilistic norm F implies |-lacunary statistical convergence
with respect to the probabilistic norm F if and only if liminf q >1 and

liminf, ¢ >1. If liminf, ¢, =1 and liminf, g, =1, then there exists a bounded
double sequence x = {xy.} which is 1-statistically convergent but not 1-lacunary
statistically convergent.

Proof. Suppose first that liminf, ¢, >1 and liminf, 55 >1. Then there exists

a>0 such that ¢, >21+a and 53 >1+a for sufficiently large r,s, which
implies that

D, @
kl, a+l
Since _)L( PN(|2)>= for every £ €(0,1), ¢ >0, and for sufficiently large » and
s, we have
k,,lls li<k,.j<t, : Flg —Li)<i-¢]
> aoj—l hL {(i,j)e I, : F(x,-j —L,t)sl—g}‘.

Then, for any 6 >0, we get
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{(r,s)eNxN : hL‘{(i,j)e]m : F(xij—L,t)Sl—g}Pé}

rs

N k, ‘ (I+a
This proves the sufficiency.

c{(r,s)eNxN : i‘{iﬁk,,jﬁlq : F(xy—L,t)Sl—gﬂzé‘—a)}elz.

Conversely, suppose that liminf, g, =1 and liminf, 58 =1. Proceeding as in [I,

p.510], we can select a subsequence {krp } and {lsq } such that
k.1 1 A

?%  <]+—and o
krp—llsq—l pq

Define a sequence x = {xy} by

{ } l, ifiel andjel,
X=X (= , ‘
Y 0, otherwise.

rp—

> pq, Where r,2r, +2, 5,28, +2.

Tp-1"5¢-1

Then, for any real L,

LS Ry —Lo)=F(-Le)fori,j=12...
hrs (7, j)e[rp <,

and
hL z F(xl.j —L,t): F(L,t) forr=r,ands#s;

s (i,7)el,s
Then it is quite clear that x does not belong to N;"(I,). Since x is bounded,

Theorem 2 (iii) implies that x + L(Sg:(lz)).

Next, let k, , <n<k, . Then, from Theorem 2.1 in [4], we can write

L fmin s Fly ~Li)<1-d)

3
3

k, ly +h, hs,
<L F(xl-j,z‘)ﬁl—gﬁ P~ % - SL+L=i.
mn ~ Ky ls, -1 rq P4 pq

l’

~
Il

Hence {xy} is I -statistically convergent with respect to the probabilistic norm F

for any admissible ideal I.
It is known that [6] lacunary statistical convergence with respect to the
probabilistic norm F implies statistical convergence with respect to the

probabilistic norm F if and only if lim, supg, <o and lim, sup&s <o (ie.,
when I=1, s the ideal of finite subsets of N). However, for arbitrary

admissible ideal I, this is not clear, and we leave it as an open problem.
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Problem 1. When does 1-lacunary statistical convergence with respect to the
probabilistic norm F imply 1-statistical convergence with respect to the
probabilistic norm F ?

Now, before stating an important result for the relationship between the
concepts | -statistical convergence and I -lacunary statistical convergence with
respect to the probabilistic norm F, we introduce the notions of I-convergence

and 1" -convergence, by using the condition (AP).

Definition 5. (/10]) An admissible ideal 1, c P(NxN) is said to satisfy the
condition (AP) if for every sequence (An )neN of pairwise disjoint sets from 1,
there are sets B, c N, neN, such that the symmetric difference A,AB, is a finite
set for every n and U, B, €l,.

It was observed in [7, 10] that, for a sequence {xjk}, I -convergence is

equivalent to 1" -convergence iff the ideal 1 satisfies the condition (AP).

Theorem 3. Let | be an admissible ideal satisfying condition (AP), and let
0,eF(1). If x,eS™W,)nS;(1,), then S™(1,)-limx=5;"(I,)-limx.

Proof. Suppose that S™(I,)-limx=1L, S;:(Iz)-limx =L, and L#L. Let
0<e<i|L- L ‘ Since I satisfies the condition (AP), there exists M € F (I) (i.e.,
N\M e 1) such that

lim ——i<m,.j<n, : Flx,~L1)<1-¢f=0,
T M, A
where M = {(mr,ns) 1S =1,2,...}. Let
A= {iﬁ m.,j<n, : F(xy. —L,t)sl—g}
and
B= {iS m.,j<n, : F(xé./. —L/,t)sl—g}
Then m.n, = |AUB| < |A|+|B|. This implies that

e
mrns mrns
. B . A . B
Since % <1 and lim -4 =0 , S0 we must have lim SLEES
r,§—0

oA Fs—00 Mils m,ng
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Let M*={(ka,,lﬂ,j: =1,2,.. }09 eF . Then the (ka,’lﬁrj th
{7 : F(xy—L,,t)Sl—g}is
U on
(l’])e U Irs : ( _L t <1 & rvhrv’ (21)
ka,lﬂ, r,s=1 r,s=1

rsl

where ¢ =h {(i,j)e]m : F(xij—L/,t)Sl—g]l)O because x; —>L’(S§:(I2)).

Since 6 is a double lacunary sequence, (2.1) is a regular weighted mean

transform of ¢, 's, and therefore it is also I-convergent to zero as t,t — o0, and

so it has a subsequence which is convergent to zero since I satisfies condition
(AP). But since this is a subsequence of

{min{lsigm,lsjs;a : F(xl.j—L',t)gl—g}} ,

(m,n)eM

we infer that %‘{1 <i<ml<j<n: F(xl.j —Lv,t)s l—g}} 1s not convergent

(m,n)eM
to 1, which is a contradiction. This completes the proof of the theorem.
It can be checked as in the case of statistically and lacunary statistically

convergent double sequences that both S™(I,) and S;:(IZ) are linear subspaces

of the space of real sequences.

Theorem 4. Let (X,F,*) be a PN space. Sg:(lz)mli is a closed subset of I’

where 12 stands for the space of all bounded double sequences of probabilistic
norm F.

Proof. The proof readily follows from Theorem 1 of [16]. This theorem
establishes the topological character of the space Sg”(l 2).

3. Conclusions

In this paper, we introduce a new type of summability notion, namely, 1 -
statistical convergence and I-lacunary statistical convergence for double
sequences in probabilistic normed space, which is a natural generalization of the
notion of natural density, statistical convergence and lacunary statistical
convergence using the notion of ideals of the set of positive integers N. In this
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context, we investigate their relationship, and make some observations about these
classes using the tools of probabilistic normed space.
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