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NULL CONTROLLABILITY FOR A HEAT EQUATION WITH
PERIODIC BOUNDARY CONDITIONS

Isil Oner!

This paper deals with the null controllability of the heat equation with periodic
boundary conditions. The null controllability problem is reduced to the exponential mo-
ment problem by using the Fourier series expansion. The moment problem is solved by
utilizing an appropriate biorthogonal family of functions.
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1. Introduction

The controllability of parabolic differential equations has attracted a remarkable in-
terest in control theory over the last five decades (see [11, 7, 6, 5, 19, 14, 15]).

The controllability problem for linear parabolic equations in one-dimensional space
is first addressed by Fattorini and Russel [8, 7] in which the moment method is employed
for the solution of the problem in one-dimensional space. Lebeau and Rabbiano [13] solved
the null controllability of the heat equation with a constant coefficient. Later, Fursikov
and Imanuvilov [10] demonstrated that the null controllability of a general second order
parabolic equation can be treated by utilizing a new approach based on Carleman estimates.
The null controllability problem of the systems governed by semilinear parabolic equations
is solved in [9]. Moreover, L. Pandolfi in [16] reduced the controllability problem of the
heat equation with memory to a suitable moment problem with respect to the Riesz system.
Along these lines, S. Avdonin and L. Pandolfi [1] addressed simultaneous temperature and
flux controllability problems for heat equations with memory by using the moment method,
where they introduced L-bases and Riesz bases especially suited to heat equations with
memory. The papers listed above considered the controllability problem under the Dirichlet
and Neumann boundary conditions.

Up to our knowledge, there are limited results on the null controllability problem with
periodic boundary conditions. For instance, O. Yu. Imanuvilov considered the controllability
problem for the Boussinesq system with periodic boundary conditions [12]. Beauchard and
Zuazua [2] studied the null controllability problem of the Kolmogorov equation under the
periodic boundary conditions. Using the method of the moments, S. Chowdhury, D. Mitra
[4] proved that the linearized compressible Navier-Stokes equations with periodic boundary
conditions are null controllable.

In this paper, the moment method is applied to the one-dimensional heat equation
with periodic boundary conditions and the necessary and sufficient conditions for null con-
trollability of the equation are obtained. Here, the objective is to control the heat differences
at the boundaries.
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The outline of this paper can be summarized as follows. In Section 2, we provide the
necessary and sufficient conditions for the null controllability of the systems with periodic
boundary conditions. This is achieved by reducing the null controllability problem to the
moment problem. Finally, in Section 3 we introduce the main results.

2. Null controllability for a heat equation with periodic boundary condi-
tions

We focus on the following one-dimensional heat equation:

Yt — Yoz +cy =0, O<zx<l, 0<t<T,
y(Lt) — y(0,6) = u(t), 0<t<T,
Yo(1,t) —y2(0,¢) =0, 0<t<T
y(z,0) = (), 0<az<l,
where ¢ > 0 is a real number, y°(x) € L?(0,1) and u(t) € L?(0,T).

System (1) is called a null-controllable in time 7' if for every y° € L?(0, 1) there exits
u(t) € L*(0,T) such that the corresponding solution of (1) satisfies

y(z,T) =0 for all z € (0,1).

Lemma 2.1. The system (1) is null controllable, in time T > 0 if and only if for any
y® € L?(0,1) there exist u(t) € L?(0,T) such that

/ yo(;v)go(x,O)dx —/ u(t)(0,t)dt =0 (2)
0 0

holds for all ©° € L?(0,1), where p(x,t) is the solution of the following backward adjoint
problem.

Ot + Pz —cp =0, O<x<l, 0<t<T,
o(1,t) — ¢(0,t) = 0, 0<t<T,
wz(1,t) — . (0,8) =0, 0<t<T,
p(z,T) = (), 0<z<l.

3)

Proof. Let u € L*(0,T) be arbitrary, and y be a solution of (1). Let us denote by ¢ the
solution of the adjoint problem. Multiplying (1) by ¢ and integrating the resulting equation
over (0,1) x (0,T), one gets the following equation.

1 1 T
x O(z)dx — O(2)¢(x,0)dz u(t)ps (0, =
/0 y(e, T)e"(z)d / ¥ (@)l 0)dz + / (1) (0, B)dt = 0 (4)

If equation (2) holds, then fol y(z, T)p" (z)dz = 0 for all ©°(x) € L?(0,1) and y(x,T) = 0.

This would mean that system (1) is null-controllable and u(t) is a control for the system.
Conversely, suppose that u(t) is a control for system (1). Then, y(z,T) = 0. From

(4) it may be concluded that equation (2) holds, which completes the proof. O

We use the basis of L?(0,1) formed by the eigenfunctions of the following second order
auxiliary spectral problem of (3).

"

X (z)+A—0)X =0, 0<z<1
X(0) = X(1)
X'(0) = X'(1)
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which is self-adjoint in L?(0, 1). The eigenvalues and normalized eigenfunctions of this aux-
iliary spectral problem are

A =c¢ (C>0), Xo(:E)Zl,
A= 2n7m)% 4 ¢, Xop_1(z) = V2cos(2nmz), Xon(z) = V2sin(2nmz)
for n = 1,2, ... Therefore, any initial data ©°(x) € L?(0,1) can be expressed in terms of the

eigenfunctions as a Fourier series.
Now, we can prove the following Lemma.

Lemma 2.2. The system (1) is null controllable in time T > 0 if and only if for any
y° € L?(0,1) with Fourier expansion

yO(x) = Bo + Z [ﬁgn_l\/icos@mm) + ﬁgn\/isin(erx)]

n=1

there exists a function f(t) € L*(0,T) such that

7]22\[7'(

n, lT
/ f(t)e P tdt = e [B2n—3N2n—3 + Pan—2m2n—2]
N2n2V/27n

with M2, = fol ©0(x)V2sin(2nmz)dr #0 forn=1,2...

=2,3,...

Proof. Tt follows from Lemma 2.1 that u is a control for system (1) if and only if equation
(2) holds. Since {1,v/2cos(2n7x),v/2sin(2nmz)} ,, is an orthonormal basis for L(0, 1),
the equation (2) holds if and only if it holds for any orthonormal basis. Hence, the solution
of (3) can be represented as follows.

oz, t) = noe 20T 4 Z n(T=1) [7]2”_1\/5005(2717@) + ngn\/isin(Qnﬂ'x)],

n=1

where

1 1
no = / ©%(z)dx, and 12,1 = / ©%(x)V/2 cos(2nm)dx
0 0

1
Non = / O (x)V2sin(2nmz)dr  forn=1,2,...
0

Utilizing ¢(x,t) and y°(x) from (2), we obtain

T
/ u(t)e M T 0,20/20dt = Bynoe T

0
and

T
/ u(t)e 2Ty 27/ 2mndt = e 1T By, _sman_3 + Bon—oMon—a] n=2,3,...
0

After replacing T — ¢ by ¢ in the last integrals and choosing u(T — t) = f(¢), the proof is
completed. 0

In order to determine control u(t), we choose a function f(t) which satisfies (6). This
is a moment problem in L2(0,7') with respect to the family A = {e~*#*},>(. Suppose that
we can construct {U,, },,>0 of functions biorthogonal to the set A in L?(0,7') such that

r 1, ifn=
/ e (8)dt = g =4
0 0, if n#m
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for all myn =0,1,2.... Then, the moment problems (6) have solutions by setting

)\0 )\m 1

/307706 B /82777, 3M2m— 3+ﬂ2m, 2M2m— 2}
f)=——F—¥1 +
22\[71' Z n2m2fmﬂ'

If this series converges in L?(0,T), we will obtain the solution of (6).
Now, we are in a position to prove the main result of this paper.

U,

Theorem 2.1. Given any T > 0, suppose that there exists a sequence {¥,,(t)}m>0 in
L?(0,T) biorthogonal to the set A such that

Vol 20,0y < Ke™, ¥Ym >0 (7)

holds, where K and p are two positive constants. Then, system (1) is null-controllable in
time T.

Proof. According to Lemma (2.2), system (1) is null controllable in time 7T if for any 3° €
L?(0,1) with Fourier expansion

y°(x) = Bo + Z [ﬁzn,lx/ﬁcosﬁnmz) + /3’271\/5sin(2n7mc)]7

n=1
there exists a function f(t) € L?(0,T) for which equation (6) holds. Choose

AoT e AT
Bonoe™ Pomoe” " 1 Z [Bam—3M2m—3 + Bam—2M2m—2] v, (8)

n92+/21 Nam2V 2mm

Since || Wy, [|z2(0,7) < Ke™?, for all m > 0, we deduce that

ft) =

m=2

e A1 T3y aMom—3 + Bom—2n2m—2)
Z | o ll2(0,1)

n2m2\@m7r

1 52m—3772m—3 + Bom—2M2m—2, _x,._.T
e~ Am1T g
<y N - | 1%l 220,19

m=2
oo
<K, Z 1 |B2m73n2m73 + Bam—2M2m—2 e THmp < o
oot 2/ 2mm M2m

i.e., f(t) converges in L?(0,7T). Hence, (8) implies that f(t) satisfies (6) and this ends the
proof. O

It is clear from Theorem 2.1 that the system (1) is null controllable if the biorthogonal
sequence exists and satisfies (7). To this end, we first prove the existence of a biorthogonal
sequence by using Muntz Theorem. Then, we calculate the estimations of ||W,,||z2(0,7) for
m > 0.

Fattoroni and Russell’s well-known result states that if the exponential moment prob-
lem is solvable for T' = oo, then it is solvable for every time T' > 0 (see [8]). Therefore, we
begin by finding the estimations of || ¥y, [/ 12(0,0c) for m > 0. Later, using these estimations we
obtain estimations of || W,,[|z2(o,7) for m > 0. The methods of proof the following theorems
are inspired by the methods utilized in [8, 19].

The Muntz theorem will be applied to prove the existence of the biorthogonal sequence
(see e.g., Theorem 15.26 in [17]). Let E(A,T) denote the minimal closed subspace of L2(0,T)
spanned by the functions p, (t) = e~*»* for n > 0. Since,

1
Z An Z (2mn)? + ¢ <o (9)

n=0
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it follows from the Muntz Theorem that E(A,T) is a proper space of L?(0,T) generated
by A. Moreover, let E(m, A, T) denote closed subspace spanned by {p,(t)|n # m}. If (9) is
true, then F(m, A, T) is the minimal closed subspace of E(A,T).

If there is a unique element r,, € E(m,A,T) such that

||pm - TmHL2(O,T) = TGEI(?}L?A,T) ||pm - THL2(07T))
then the functions
\Ijm (t) Pm —Tm (10)

[Pm — Tm”%?(o,:r)
all lie in E(A, T) and provide biorthogonal set {¥,,(t)} for the set {e~*=*} in L2(0,T). Also,
it is easy to check that |[W,,(t)[/z2(0,7) is minimal.

Now, we can evaluate the norm of the biorthogonal sequence L?(0,7T) for T = oo.

Let E™ := E™(A,00) is the subspace generated by A" := {e"*!}o<r<, in L%(0,T) and

E" = E™(m,A,o00) is the subspace generated by A?, := {e " !}o<r<, in L2(0,T). Note
k#m

that E™ and E), are finite dimensional subspaces and

E(A,00) = [j E™ E(A,, ) = G E}.
n=0

n=0

For each n > 0, there exists a unique orthogonal family {U7 }o<m<n C E™ to the family of
A", where

m )

a Hpm - Tm”%z(O’OO)

and 77, is the orthogonal projection of p,, over E} . If
n
= ok, (12)
k=0
then multiplying (12) by p; and by integrating over (0, 00), it follows that
Oml = Zc?/ prp1dt 0<m,l<n. (13)
k=0 0

Also, multiplying (12) by ¥?, and by integrating over (0, c0), we obtain
1T 1720,00) = e

If G = [g}] is the Gramm matrix of the family A such that

g = / pe@pdt.  0<ki<n,
0

then, from (13) it follows that the elements of the inverse G give us ¢}". If |G| is determinant
of the matrix G and |G,,| is determinant of the matrix G, obtained by changing the m —th
column of G by the m — th vector of canonical basis, then using Cramer Rule, we get
Cm — |Gm| .
"G

1G]
g 2 — | m .
” mHLQ(O,oo) |G|

Therefore,
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We calculate the elements of G as follows. For the sake of simplicity in computation, we can
choose ¢ = 2572 where s is any positive number. Then,

o0 o0
1
no_ )pn (t)dt = —(n?m? Ak 420)t gy :
I /0 Pi(t)pn(?) /O ¢ 4n2m2 1 4k272 4 As?

In order the calculate the determinants of G and G,,,, we invoke the following lemma.

Lemma 2.3 (Cauchy’s Lemma [3]).

1 1 1
$1—1|-2/1 581—1*-y2 33141-%
II @i +yy) |22t w2ty P2t yn | = ] (@ — @) (; —vi) -
(4,5) : : : i<j
1 1 1

By using Cauchy’s Lemma, the determinants can be calculated as follows:

. . 2
H (4j2ﬂ'2 o 42.27‘_2)2 H (4]271'2 — 4127'['2)

0<i<j<n
cilic S
G = —==1=" |G| = ——222 .
H (4i27r2 + 45272 + 4S7T2) H (4i27r2 + 4572 + 457r2)
0<i,j<n 0<i,57<n
ij#m
Since
2
G mo(m? 4+ k24 s
| m‘ :4772(2m2+5) H ( 2) ,
‘Gl k=0 (m2 - k2)
k#m
we have

|Gl Lom? k2 +s
||‘I/zLHL2(O,oo) = ﬁ =21V/2m2 + s H m (14)
k=0
k#m
Now, we are in a position to prove that the following Lemma.

Lemma 2.4. The norm of biorthogonal sequence (¥, (t))m>o0 to the family A in L*(0,00)
given in (10) satisfies the following result.

 m?+ k% +s
()20 = 2022 5 T Tt 19)
Ezm
Proof. By evaluating the limit in (14) as n — oo, we obtain (15). Also, the product
 m?+ k% +s
]

E

=0
2
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converges for all m > 0. Indeed, the product can be rewritten in the new form as follows.

2 o0 2 12
1< H m2 +k +Sexp{21n(n|l ;rk ;s)}
m2

k=0
k;ﬁm k#m
B 'm_ll 2k% + s = ! 2m? + s
=P Z n 1+m27k2 + Z n 1+k2—m2
- k=0 k=m+1
rm—1 e}
2m? + s 2m? + s
< exp 1n<1+mQ—k2)+ Z 1n(1+k2_7n2
- k=0 k=m+1
[ — 2m? + s
= exp ln(l + >}
|2 e
k#m
Since In(1 + z) < z for all = > 0, we conclude that
= m2 k2 +s =
k;Zm

Applying this result in (15), we conclude that hmn_mo W7, (8)|l2(0,00) exists. Also, it is
easy to check that

Tim 2 (Ol 2 000) = T [ ¥ (00,00 (16)
This completes the proof. O
Remark 2.1. The general estimations of ||V, | 2(0,00) have already been calculated by H.O.

Fattoroni and D. L. Russell. They have shown in [7] that if the A\, are real and satisfy the
following asymptotic relationship

M=Kn+a)+onh (n—oo)
where K > 0,{ > 1 and « is real, then there exists constants k,KC such that
[95(8)]| 22(0,00) < K exp[(Ke +0(1))A/C] (n>1)

where o(1) represents a term tending to zero as n goes to infinity. The computation of the
constant K¢ is given in [8]. Since A, = (2nm)? + ¢, it can be seen that we can find an esti-
mation for the case which is taking into account in this paper. For the sake of completeness,
we will calculate the details for this particular case as follows.

The following lemma provides an upper bound for the norm of {W,,,(¢)},,>0 in L?(0, ).

Lemma 2.5. There exist two positive constants K and p such that for any m > 1
[V ()] 12(0,00) < K™
(]. —+ Cl)cl+2

o W2m2 +s and ¢ = 2+ %

where p = ¢ + 2./cy arctan(—=
51

ver)
Also, the following relation holds for m = 0.
[o(8)l| 22(0,00) < 256"/,
Proof. We distinguish two cases. Firstly, suppose that m > 1. Note that
o m2 4k +s = 2m? + s
I o S <o [ w1 )|
k=0 k=0

and K = 27 (
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Then,

oo

2 2 m ) 2 2m 2 2
Zln<1+T+i) g/ 1n(1+2”+32>dx+/ ln(1+;n+§)dsc
P |m? — k2| 0 m? —zx m x2—m
k#m

00 2 2
+/ ln<1+72n+§>dm
2m re—=m
1 . 2 .
= In(1 d In(1 d
G e A O
) e
In(1 d
of ()]

= m([1 + 12 + [3)

S

where ¢; = 2 + —-

These integrals can be evaluated as follows.

I /11 1+ —2 Vg /11 1+—9 4
= n T = n T
L A 1 — a2 0 (1—)(1+x)

</11 1+ -2 Var=(@—1Dn(1+-2 |1+/1 a4 g
n P Xr =T — n —ax
~Jo (1—-=x) 1—2)0 Jo 14+ —=

(1 + Cl)clJrl

c1
€1

1/21 14+ 2 d</21 1+ —2 )4
9 = . n R LS : n @1 x

c1 2 2 2¢q
= (xl)ln<1+(x_1)2>|l +/1 CEEET
=In(1+4+¢)+ Qﬁarctan(\/la).

=In

For the third one, since In(1 4+ x) < z for all z > 0, we have
00 c 0o e
Is = In| 1 dx < In{l+ ——5
o= [ ()< e gt)
0o 1
< — | = .
</, (o) =

The result is obtained as follows.

[ (Bl 22(0,00) < K™

1 c1+2
where p =1 + Qﬁarctan(\;a) and K = QW(%)\/ 2m? + s.
€

For the second case, suppose that m = 0. By using equation (15), we obtain

o1 k2 +s > s
1Wo(t)]|22(0,00) = T°V/5 H 1z S oxXp [ E ln<1 + kz)]
k=1 k=1

[ee} s o s o0 s
In 1+>] S/ ln<1+)dx§/ ()dx=s 3,
1; ( k2 1 z? 1o\ /

Since
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we conclude that
W0 (t)]£2(0,00) < 2/56%/3.
O

Now, we can estimate the norm of the biorthogonal sequence {¥,,(¢)}m>o for T < oo.
To this end, we need to use the following result given in [7].

Theorem 2.2. Let A be the family of exponential functions {e~**},>¢ and let T be ar-
bitrary in (0,00). Then, Ry maps E(A,00) onto E(A,T) in a one-to-one fashion and thus
has an inverse (Rp)~! : E(A,T) — E(A, 00). Moreover, there ezists a positive constant C
which only depends on T such that ||(Rr)~!|| < C.

Proof. The proof of the theorem can be found [7] or [18]. O

In view of the above theorem, we have
Rr :E(A,00) — E(A,T)
Ry (v) = v|jo,17-
If p,(t) = e~ for t > 0 and n > 0, then

Ry (pn(t)) = pu(t)ljo,17-
Also,

6n,m = (pnv \Ilm(t))LZ(O,oo) = (R;lRTpnv \Ilm(t~))L2(0,oo)
= (pn, (R7") U (1) £2(0,7)-

Therefore, the family {(R;")* W, (¢) } >0 is biorthogonal to {e~*»*},5¢ in L(0, T). Because
of the uniqueness of the biorthogonal sequence in E(A, T) and ||(R;')*| = | R, it follows
that

1 (Ol z20) = I(RF) (Ol z20,7) < IRF 1% () 22(0,00)-
This shows that inequality (7) holds and the proof of Theorem 2.1 is completed.

3. Conclusion

This paper studies the null controllability of the heat equation with periodic boundary
conditions. The null controllability problem of the system (1) is reduced to moment problems
by utilizing the Fourier series expansion. Then, using the solution of these moment problems,
it is proved that the system is null controllable.
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