
U.P.B. Sci. Bull., Series C, Vol. 85, Iss. 1, 2023                                                     ISSN 2286-3540 

DIFFERENTIAL EVOLUTION ALGORITHM SUPPORTED 

RANDOM FOREST CLASSIFIER FOR EFFECTIVE 

FEATURE SELECTION AND CLASSIFICATION OF POWER 

QUALITY DISTURBANCES 

S. VIDHYA1, M. BALAJI2, E. FANTIN IRUDAYA RAJ3, V. KAMARAJ4 

The rise in the usage of power electronic equipment, which induces a deviation in the 

voltage and current waveforms, has raised the relevance of power quality (PQ) issues. It is 

important to classify them accurately in order to address the PQ problems. One of the most 

effective methods to classify PQ problems is to combine Machine Learning (ML) algorithms 

with efficient feature extraction and feature selection techniques. In the present work, the S-

transform-based feature extraction technique is adopted and extracts around 20 features from 

the PQ disturbance signal. And then, Differential Evolution (DE) based feature selection 

technique is utilized for feature selection and five optimized features are selected and given as 

input to the ML classifiers. It is a method that is essential in data mining in order to reduce 

dimensionality and enhance the performance of ML classifiers. Eight different ML classifiers 

namely the K-Means, Adaptive Boosting (AdaBoost), K- nearest neighbor (KNN), Naive Bayes, 

Recursive Support Vector Machine (R-SVM), Linear SVM, Decision Tree, and Random Forest 

(RF) algorithms have been employed in this work. The effectiveness of the ML Classifiers is 

measured in terms of various performance evaluation measures namely precision, accuracy, 

F1-score, recall, and specificity. The results revealed that the DE-supported RF classifier is 

more efficient when compared with other classifiers in classifying the PQ disturbances even in 

environments with noise inference. 
  

Keywords: Power Quality Disturbances, S-Transform, Feature Selection, 

Differential Evolution, Random Forest 

1. Introduction 

The Power quality events are attributed to a variety of factors that includes 

the usage of power devices, motor drives, capacitor, and inductor fast switching. 

The events affect the reliable power supply to the consumers and may cause damage 

to the equipment [2-3]. Hence it is imperative to recognize the events so as to 

implement decisive measures. Numerous investigations are being conducted to 

classify power quality events effectively. Extraction of features, feature selection, 

and classification are the three key stages in classification. 

With respect to the first step of signal analysis and feature extraction, the 

authors have applied the following techniques. 
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➢ S-transform 

➢ Short-time Fourier transform 

➢ Wavelet transform 

➢ Hilbert – Huang transform 

The performance of these techniques has been extensively analyzed and has 

been effective in the classification of power quality disturbances. The merits and 

demerits of the techniques have been detailed in [8]. The second important step in 

the classification of disturbance is feature selection. The features extracted from 

stage 1 are analyzed and the selection of optimal features is bound to give desired 

results. In this perspective, the authors have devised an optimal feature selection 

algorithm for general classification problems which may be explored for efficient 

classification of power quality disturbances. One of the major challenges in the 

feature selection algorithm is to avoid redundancy of the features. The authors of 

[10] have proposed a two-stage process for feature selection. In the first stage, the 

feature subset is formed from the best features from the genetic algorithm, 

sequential forward selection, and maximum relevance minimum redundancy 

algorithm.  

In the second stage, the feature is ranked and the subset with the highest 

ranking is selected. The feature selection based on the Ant Colony method, binary 

PSO method, and binary GA method has been widely explored. In [9] the authors 

have proposed Differential Evolution (DE) based method for feature selection. The 

main advantage of this method is that uses relative feature distribution to help in 

the replacement of duplicated features. The superiority of this algorithm over the 

other methods has been investigated and the results indicate the superiority of the 

algorithm. Hence this work engages the DE-based feature selection method for 

efficient classification of power quality disturbances. Once the optimal features are 

selected, the classification can be performed using the conventional decision tree 

method or AI-based method. Some of the prominently used AI-based methods 

include Artificial Neural networks, Support Vector machines, Extreme learning 

machines, and convolution neural networks [3,5-7,11,15]. 

This work explores the application and effectiveness of the random forest 

classifiers for classifying the PQ disturbances. In addition, the performance 

measures of K-Means, Adaptive Boosting (AdaBoost), K- nearest neighbor (KNN), 

Naive Bayes, Recursive Support Vector Machine (R-SVM), Linear SVM, Decision 

Tree, and Random Forest (RF) algorithms in classifying the PQ disturbances are 

presented to highlight the effectiveness of the RF classifier with the selected feature 

subset in classifying PQ problems. 

2. Methodology 

The overall approach of the current work is depicted in Fig. 1. The entire 

work process is categorized as testing and training phases. In the phase of training, 
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the S-transform is applied over the raw PQ test data, and by means of applying the 

statistical analysis on the S-matrix, there are around 20 features (F1 to F20) are 

selected. To improve the performance of the machine learning classifier, the feature 

selection technique is adopted. For this purpose, Differential Evolution based 

optimization technique is adopted and around five important features (F3, F4, F5, 

F9, and F19) for effective PQ detection are alone selected. These features are given 

as input to the ML classifier for training purposes. In the testing phase, the same 

similar steps are carried out over the PQ test data. The ML classifier based on its 

training classifies the type of PQ disturbance that occurs in the system more 

effectively. The various machine learning algorithms are utilized in the present 

work and their effectiveness in classifying the PQ disturbance is evaluated by 

means of various performance metrics. 

3. S-Transform Based Feature Extraction. 

The S-transform [12] has been widely applied to analyze and detect power 

quality events. It is a combination of wavelet and short-term Fourier transforms. 

The S-transform for the signal y(t) is defined as  

𝑆𝑇(𝜏, 𝑓) = ∫ 𝑦(𝑡)𝑔𝑢𝑓
∞

−∞
(𝜏 − 𝑡)𝑒−𝑖2𝜋𝑓𝑡 (1) 

Where, 𝑔𝑢𝑓(𝜏)is the gaussian modulation function, which is defined as 

𝑔𝑢𝑓(𝜏) =
|𝑓|

√2𝜋
𝑒

−(
𝜏2

2𝜎2)
 (2) 

In which, 𝑓 ∈  ℜindicates the linear frequency and, 

 𝜎 =
1

|𝑓|
  (3) 

By means of Substituting equations (2) and (3) in equation (1), the 

expression becomes 

𝑆𝑇(𝜏, 𝑓) = ∫ 𝑦(𝑡)
|𝑓|

√2𝜋
𝑒

−(
(𝜏−𝑡)2𝑓2

2
)
𝑒−𝑖2𝜋𝑓𝑡∞

−∞
 (4) 

The Fast Fourier transform is used to calculate the discrete version. The 

output columns and rows of the S transform represent time and frequency 

respectively. By using statistical mathematical formulas, the feature vectors are 

extracted from the S transform output. In this work S transform is applied to classify 

eight combined power quality disturbances namely sag, sag with harmonics, swell, 

swell with harmonics, oscillatory transient, harmonics, flicker, and interruption. 

The various power quality (PQ) disturbance waveforms are depicted in Fig. 2. 

For each of these disturbances, samples are generated using standard 

equations [7]. It is important to analyze the effectiveness of the classifier in 

classifying the disturbances with noise. Hence the signals are mixed with 30-, 40-, 

and 50-dB noise, and a separate data set are generated to study the influence of the 

selected features and classifiers.  
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Fig. 1 Flowchart of the proposed approach 

 

 
 

(a) Normal Signal 

 

(b) Sag waveform 

 

(c) Swell waveform 

 

(d) Interruption waveform 

 

(e) Harmonic waveform 

 

(f) Flicker waveform 

Fig. 2 Different Power Quality Disturbances (a – f). 

 

A total of 4430 data sets comprising the disturbances are generated. These 

data sets are categorized into training, and testing data sets in the ratio of 80:20 
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respectively. In this work, 20 features are extracted by applying statistical 

techniques on the S-matrix [7]. The features considered in this work are tabulated 

in Table 1.  
Table 1  

Features Extracted from PQ Disturbance signal after Applying S-Transform and Statistical 

Techniques. 

Name of the Feature Features 

Minimum of  Time maximum amplitude (TmA) plot F1 

Maximum of  the TmA plot F2 

The standard deviation (σ) of the TmA plot F3 

Mean of  TmA plot F4 

Absolute (F2-F1-1/2) F5 

Mean of frequency maximum amplitude plot F6 

Minimum amplitude of the FmA plot (FmA – Frequency 

Maximum Amplitude)  

F7 

The σ of the FmA plot (LF (low frequency) area)  F8 

Difference (F8 – F7) F9 

The maximum amplitude of the FmA plot F10 

The σ of the Fstd-plot (HF (high frequency) area) F11 

The σ of the FmA plot (HF area) F12 

Skewness factor F13 

Mean of the Fstd-plot  F14 

The σ of the Fstd-plot (LF area) F15 

Kurtosis factor F16 

The σ of the Fstd-plot (Overall) F17 

Mean of contour  having  the  largest frequency amplitude of 

time-frequency (TF) contour 

F18 

The σ of contour having the largest frequency amplitude of TF 

contour 

F19 

Total harmonic distortion. F20 

 

The differential evolution algorithm is applied to select the best features 

from these features for the accurate classification of power quality disturbances.  

4. Differential Evolution – Based Feature Selection 

Storn and Price introduced the differential evolution (DE) algorithm, which 

has been used to solve a number of engineering-related issues [13–14]. The merits 

of the algorithm include lesser control parameters and high convergence 

characteristics.DE algorithm is a combination of simple arithmetic operators along 

with genetic operator’s recombination, mutation and selection.  
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DE is a population-based methodology where the target vectors are 

members who are currently a part of the population. By combining the weighted 

difference of the target vector with a third vector, a mutant vector is generated. The 

two-cross operation between mutant vector results in a trial vector. The target vector 

is replaced in the new generation based on the trial vector's fitness value. The 

population is initialized according to the dimension of the search variable. 

The ith vector of the population is given by 

𝑝𝑖(𝑡)⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ = [𝑝𝑖,1(𝑡), 𝑝𝑖,2(𝑡), 𝑝𝑖,3(𝑡)… . 𝑝𝑖,𝐷(𝑡)] (5) 

D is the dimension of search space. 

The population is initialized within the bounds of search variable. The 

mutation operation is expressed as, 

𝑀𝑖,𝑗(𝑡 + 1) =  𝑃𝑟0,𝑗(𝑡) + 𝐹(𝑃𝑟1,𝑗(𝑡) − 𝑃𝑟3,𝑗(𝑡)) (6) 

Here 𝑀𝑖(𝑡)is the donor vector. Pr1, Pr2, Pr3 are randomly chosen target 

vectors. And the scaling factor is denoted as . 

After the mutation operation, crossover operation is carried out and is 

illustrated in the equation below 

𝑈𝑖,𝑗(𝑡)    = 𝑀𝑖,𝑗(𝑡) if (rand (0,1)) < CR (7)  

 = Pi,j(t)(rand (0,1)) >CR 

𝑈𝑖,𝑗(𝑡)is called the trial vector. 

The fitness of the target vector and trial vector decides their survival in the 

next generation. 

 DE-Based Feature Selection Procedure: The algorithm of DE based 

feature selection is described below [9] 

1. The initial population matrix is formulated with size (𝑵𝑷𝒙 𝑫𝑵𝑭) where 

𝑵𝑷 is the size of the population and 𝑫𝑵𝑭 is the desired number of features 

to be selected. Population size is the number of individuals in a population. 

In this work a population size of 50 is chosen. For five features to be 

selected the initial population matrix will be 50 * 5. 

2. The mutation operation generates new vector form the initial population 

as described in equation 6.  

3. The scaling factor is updated dynamically as given by the equation 

 𝐹 =
𝐺∗𝑟𝑎𝑛𝑑

max (𝑃𝑟1,𝑗,𝑃𝑟2,𝑗)
 , G is a constant lesser than one. 

4. Then cross over and mutation operation is performed to determine the 

parents for next generation. 

5. A roulette wheel-based weighting scheme based on the distribution factor 

ensures appropriate features are selected and there is no duplication of 

features 

6. The process is repeated until the desired number of generations is obtained. 

The DE - based feature selection algorithm is executed in MATLAB and 

five optimum features are selected. The selected features are listed in Table 2. To 
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the machine learning classifiers, these selected features are provided as input. By 

means of adopting this feature selection technique, the efficiency of the classifiers 

is well improved. 
Table 2  

Features Selected after DE-based feature optimization 

  Name of the selected Feature Features 

The σ of contour having the largest frequency amplitude of TF 

contour 

F19 

Difference (F8 – F7) F9 

The standard deviation (σ) of the TmA plot F4 

Absolute (F2-F1-1/2) F5 

Mean of  the TmA plot F3 

5. Feature Classification 

The power quality event classification with the selected features is tested 

with different classifiers namely K-Means, Adaptive Boosting (AdaBoost), K- 

nearest neighbor (KNN), Naive Bayes, Recursive Support Vector Machine (R-

SVM), Linear SVM, Decision Tree, and Random Forest (RF) algorithms. The 

effectiveness of the classifiers is evaluated by means of various evaluation metrics 

like precision, accuracy, F1-score, recall, and specificity. 

 Random Forest Classifier: Leo Breiman proposed the ensemble machine 

learning algorithm known as random forest (RF) [4]. The classifier comprises of 

many decision trees. The trees are constructed based on a random subset of input 

training data and a number of classifiers. The forest expands until it meets the user-

specified maximum number of trees. The classification is based on the average of 

class assignment probabilities across the trees. Fig. 3 represents the classification 

process of the RF classifier in detail. 

 
Fig. 3.  Random Forest Classifier. 
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The unlabeled data inputs form the input to the decision trees and each tree 

yields a class membership. The membership class with maximum votes is selected. 

The merits of RF classifier include accurate classification of high dimensionally 

feature data, reduced generalization error, faster training, and higher accuracy [16]. 

 Performance Evaluation of the Classifier: The performance metrics of 

different classifiers are listed below: 

Accuracy: The performance of the classifiers is compared and illustrated in 

Fig. 4. Classification accuracy is calculated by dividing the number of accurate 

classifications by the total number of samples. The results indicate that the random 

forest classifier yields higher accuracy of 99.7%. 
  

 
Fig. 4.  Accuracy of different classifiers 

 The confusion matrix of the random forest classifier with the validation data 

set is presented in Fig. 5. From the figure, it is clear that with the selected features 

the random forest classifier exhibits good classification accuracy.  

Precision: Precision is a class-specific performance and is defined as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

True_positive + False_Positive
 

 
Fig. 5.  Confusion matrix of Random Forest classifier in classifying PQ Disturbances. 
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Fig. 6.  Precision of different classifiers. 

Recall: The percentage of samples in a class that are correctly classified is 

known as recall. It is calculated as 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

The Recall measure of different classifiers is depicted in Fig. 7. The recall 

score of the random forest classifier is 99.75%.  
 

 
 

Fig. 7  Recall score of different classifiers. 
 

F1-Score: F1 Score is a performance metric that combines precision and recall 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

(Precision + Recall)
 

The F1-Score various classifiers is tabulated in Table 3 and the tabulated 

values signify the efficacy of the random forest classifier:  
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Table 3  

F1-Score of different classifiers 

Classifier Specificity (%) 

KNN 95.1 

K-means 96.2 

R-SVM 97.5 

NB 93.2 

L-SVM 95.9 

AdaBoost 96.1 

DT 99 

RF 99.3 

Table 4  

Specificity Score of different classifiers 

Classifier Specificity (%) 

KNN 96.2 

K-means 97.1 

R-SVM 93.2 

NB 89.6 

L-SVM 96.5 

AdaBoost 94.6 

DT 97.3 

RF 99.3 

Specificity: Specificity is the proportion of the true negatives correctly 

identified by the classifier. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

TrueNegative + False_Positive
 

The specificity value of various classifiers is illustrated in Table 4 and the 

tabulated values signify the efficacy of the RF classifier. The overall results indicate 

that the RF classifier exhibits better performance metrics when compared with other 

classifiers.  
 

6. Methodology for three-phase networks 
 

The proposed approach can be extended for classifying the faults in three 

phase systems by following the below mentioned methodology in the training phase  

Step1: Generate the three phase voltage signals for balanced and unbalanced 

condition : 

Step 2: Apply S-transform and extract the features 

Step 3: Train the random forest classifier with the extracted features  

Step 4: Fault detection and classification 
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In the testing phase, the same similar steps are carried out over the three phase test 

data. The random forest classifier based on its training classifies the disturbance in 

the form of unbalance. 

7. Conclusion 

In this work, the optimal features from the S-transform are chosen using a 

differential evolution-based feature selection approach. Out of the twenty features 

evaluated from S-transform, five features that distinguish various power quality 

events are selected. The selected features form the input to the random forest 

classifier. The results indicate that the selected features accurately classify different 

power quality events. The performance metrics of the random forest classifier are 

compared with other classifiers namely the K-Means, Adaptive Boosting 

(AdaBoost), Recursive Support Vector Machine (R-SVM), Linear SVM, Naive 

Bayes, Decision Tree, and K- nearest neighbor (KNN) algorithms. The results 

indicate that the random forest classifier exhibits better performance metrics in 

classifying the disturbances with an accuracy of 99.7%, F1-score of 99.3%, recall 

value of 99.75%, specificity of 99.3%, and precision of 99.75%. The work is further 

to be extended to classify multiple power quality events with optimal features 

selected from hybrid time-frequency analysis techniques. 
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