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USING ARTIFICIAL NEURAL NETWORKS IN E-LEARNING
SYSTEMS

Elena SUSNEA'

In aceastd lucrare propun un mod de utilizare a retelelor neuronale
artificiale de tip multi-layer percepton (MLP) si radial basis function (RBF) prin
modelarea unui predictor al performantelor studentilor inscrigi la un curs
desfasurat in sistem e-learning. In scopul mdririi vitezei de calcul, am optimizat
arhitecturile retelelor neuronale prin micsorarea numdrului de neuroni ce compun
reteaua respectivda. Rezultatele pe care le-am obtinut confirma performantele
acestor tipuri de predictori, ratele de eroare obtinute fiind foarte scazute.

In this paper I present a method that uses artificial neural network, multi-
layer percepton (MLP) and radial basis function (RBF), through modeling a
performance predictor of the students attending an e-learning course. In order to
increase computation speed, I optimized neural networks architecture through
decreasing the number of neurons used in the respective network. The results I
achieved sustain the performance of those types of predictors, the error rates
gathered being very low.
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1. Introduction

In the present, the e-learning systems allow acquisition and storage of a
huge volume of data. Adequately exploited, this data allow gathering of
information that can lead to a good knowledge of the process developed within
the educational institutions [1].

Diversification of the software technologies had a concrete result the
solutions regarding the management of different and complex activities implied
by the e-learning system. Learning Management Systems (LMS) are IT web-
based applications that present the educational content at the right time and in the
appropriate format assuring the interaction between the student and the learning
resources [2]. In such an educational system which is student-centered, the data
regarding the activities carried out by the students throughout the entire course, if
correctly interpreted, can provide a useful feedback for the personnel responsible
with the proper progress of the teaching activities (managers, professors, software
developers, specialists in psycho-pedagogy).
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The LMS system that will be referred to throughout this paper is ILIAS
[3]. This allows the efficient fulfillment of integral courses or materials for
courses by means of some instruments and standard models for the working and
learning processes in the e-learning system. Also, ILIAS provides efficient
administration and tracking of the following types of resources:

* Educational resources — the system makes available a series of
resources stored on the server, including Web pages, which present
the educational contents, the homework and the periodical and final
exams, the links to other educational resources available on web,
simulations etc;

+ Data referring to the users’ activities such as: creating, modifying,
assessing or using the educational resources, the log-in and log-out
moments.

Among the factors that influence the increase of data quantity stored in
ILIAS system, we mention: existence of some courses in progress implies data
storage for each student regarding accessibility to the course content, all the
assessment tests, storage of the answers and the number of attempts made for each
item etc.; appearance of new courses implies not only storage of previously
mentioned data but also creation of new educational resources according to the
student’s profile; updating of the educational contents, by replacing the parts
considered “old-fashioned” with others that are in accordance with some recent
scientific results and can be better applied; diversification the electronic format
regarding presentation of the educational materials by replacing some static
formats with others that have bigger degree of interaction and are more
suggestive.

Taking into account the facts that have been previously presented, we
intend to solve an aspect regarding extraction of some knowledge from the data
sets of the students that had on-line training courses by using the educational
resources made available by ILIAS e-learning platform. In order to extract new
information that is useful for knowledge of the educational processes, we will use
the data mining classification techniques [4], as well as the neural networks and
the k-nearest neighbor.

2. Using artificial neural networks within the e-learning educational
systems

It was impossible for the appearance and development of the new
techniques not to have a strong impact upon the military system, too [5].
Development of the military processes and of these phenomena is tightly
connected to the technological development. To professionalize the military
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personnel implies, among others, using an advanced system of instruments and
teaching technologies including advanced distributed learning at distance [6].

The data base that is the object of the present study contains data collected
throughout a period of two years, taken from the tests that have been given to the
military and civilian students. The courses which represent the assessment
objective are military [7].

The students have been assessed online with a questionnaire containing 25
questions, realized according to the teaching principles with a standard degree of
question difficulty. Each assessment was registered at the end in a unique
database.

ILIAS system presents statistic data regarding the assessment activity for
each student during the period of an online course. Fig.1 shows a part of the
statistic data achieved at a student’s online assessment activity, made available for
the teachers by the ILIAS platform.

Detailed Evaluation for
Statistical Data
Test Results in Points 24 of 25 (96.00 %)
Test Results in Marks passed
Questions already worked through 25 of 25 (100.00 %)
Number of Test Passes 1
Scored Pass 1
Time of Work 00:24.32
Average Time of Work 00:00: 49
First ¥isit 2003-12-08 19:56:00
Last ¥isit 2005-12-08 21:46:33
Mark of Median passed
Rank of Participant 13
Rank of Median 15
Total Number of Participants 29
Median of Test Result in Points 24

Question Results for Pass 1
1, Q9 1of1({100.00 %)
05 1of1{100.00 %)
Q62 4 of 4 (100,00 %)
Q58 1of 1(100.00 %)
05 1of1{100.00 %)

[ R SR ]

Fig. 1. Example of presentation with the detailed results

The students have the right to try to answer twice for each question, the
final answer having two possibilities: correct or wrong (incorrect) answer. The
maximum score that can be obtained at this test is of 25 points, for the 25
questions, all the questions having equal values. It has been registered for each
question the number of attempts, the rightness of the answer as well as the time
necessary to give the answer.
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Next we are going to study the means of adjusting the data existing in the
database offered by ILIAS system, containing answers to the questionnaires given
by 476 students in order to extract the information using a prediction model. A
series of classifying parametric items will be presented in order to compare the
performances on the real database of the online assessing system. This study
allows observing the way in which the data mining techniques can be applied for
identification “valid, novel, potentially useful, and understandable patterns” in
database [8]. The error rates are used to compare the performances of each
implemented classifying indicator.

The main problem is to discover a set of features in order to be able to
classify the students. In this situation we will be able to build a predictor that
would shape each student after giving the online test. With this instrument it is
possible that a student be better helped in order to efficiently use the system
resources. The most difficult phase is the one of efficient pre-processing of the
data for classifying.

Distributia notelor

MNota

L 1 1 1 1 1 1 1
0 20 40 60 a0 100 120 140 160
Mumar de studenti

Fig. 2. Scoring distribution for the 476 students

The data set and the class labels

The first step in creating the predictor is extracting from the database the
samples and data that are to be processed. The chosen database has 476 students
that have answers for each unique set of 25 questions. The results achieved by
them are presented in Fig.2.

The students can be grouped according to their score in a number of
classes, as it follows:

= 10 classes that can be identified as being those associated to the grade
as a whole, between 1 and 10 (table 1);
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= 3 classes that can be identified as being associated to students poor,
good or very good (table 2).
= 2 classes that can be identified as being associated to the students that
have graduated the course, respectively those who have not graduated

(table 3).
Table 1
Classifying the students in 10 classes
Class label (grade) Number of students Percent [%]
1 0 0
2 0 0
3 1 0,210084
4 16 3,361345
5 43 9,033613
6 49 10,29412
7 42 8,823529
8 147 30,88235
9 98 20,58824
10 80 16,80672
Table 2
Classifying the students in 3 classes
Class label Number of students Percent [%]
1 60 12,60504
238 50
3 178 37,39496
Table 3
Classifying the students in 2 classes
Class label Number of students Percent [%]
1 17 3,571429
2 459 96,42857

The classifying process is based on a set of features such as:

1. Success rate (total number of correct answers);

2. Number of correct answers reached at first attempt;

3. Number of necessary attempts in order to reach the correct
answer;

4. The necessary time to give a correct answer to the questions;

5. The necessary time to give either a correct or incorrect answer
to the questions.
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The classifying indicators

The data mining techniques are used in a series of applications from
different fields [9] , including academic education [10]. As a consequence, it is
impossible to create a unique classifying indicator that would allow getting the
best results regardless the application. The best classifying indicator in each
situation depends on the problem area. In practice, we can also have a situation in
which no classifying indication can offer acceptable solutions, and in this case it is
useful to separate them according to their specialties and to use the decisional
fusion techniques (combining the classifying indicators).

The most popular classifying indicators that are used are MLP (multi-
layered perceptron) and RBF (networks with radial based functions) [11]. These
are used in the practical problems of classification. In order to be used in the most
efficient way, the database needs to be pre-processed by means of a reduction
algorithm for the dimension, such as PCA (the analysis in main components). In
the end, the classifying indicators are assessed according to the achieved error
rate.

For a practical work, that data must be first grouped, namely reduced to
the variation interval of [-1, 1] and zero average, according to the statistical values
of each of the five characteristics, in order of this we are using the formula:
x, =(x,—u)/o, where u and o represent the average and the standard

deviation of the initial set. This is correct only if starting from the a priori
hypothesis that data have Gaussian distribution.

By grouping the data, each set of features has a normal distribution with
zero average and unitary standard deviation. Moreover, the classifying indicators
impose the additional requirement that all data should have the variation field
between the same limits.

In case the data are divided in three classes, the difference between the
error rates achieved by processed data and by unprocessed data is obvious (table
4). Processed data allow an error much more inferior to the one achieved for the
unprocessed data. The way to achieve the prototypes of the two neural networks
will be presented in the following section.

Table 4
The results achieved by the two classifying indicators for processed and unprocessed data

Error rate with processed

The classifying indicator data

Error rate with unprocessed data

MLP 0,326 0,989

RBF 0,354 1,012
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The database for training and testing. Validation of the classifying
indicators.

For the training and testing of the classifying indicators, the data must be
divided in distinct data bases, as it follows: for the training of the classifying
indicator, with a part of the main database a new database is created which is
called training database, and for testing the results of the classifying indicators,
the rest of the unused database is created in the testing database. The way in
which the database is divided is important, as it represents an improvement
criterion for the classifying indicator [12].

In the present situation, the method of subdividing the k-fold database has
been used. This implies dividing the database in approximately equal k subsets.
Training of the classifying indicator will be done & times, each time leaving one
subset for testing. In a limit case, if £ is equal to the number of students, the
method is also known as Leave One Out.

The bigger the £, the better the classifying result. To test this hypothesis it
has been used a validation of the classifying indicator with /=2 and with &=7. The
data selected to create the two subsets are randomly chosen and independent. In
the case of k=2, the database is divided in two subsets equal in dimensions (238
students in the training database and 238 students for the testing database). In the
case of k=7, the database is divided in 7 subsets (with 68students for each), every
subset being used in turn as a testing database. As a consequence, the training
base will be 85.71% from the database, and the testing/ checking base will be
14.29% from the database.

Watching the results achieved in table 5, it can be noticed that for a bigger
k, the error rate is smaller. Thus, for the rest of the study, the technique of
validating the classifying indicators with £=7 will be used.

Table 5
The results achieved with the three classifying indicators for the k-Fold technique with k=2
and k=7
The classifying indicator Average error rate for k=7 The error rate for k=2
MLP 0,326 0,357
RBF 0,354 0,417

Improving the classifying indicators

In the case of the two neural classifying indicators, there is a series of
ways to choose the architecture. The architecture is created starting from the
number of features for the input and the number of classes where the database is
distributed. If the number of features is equal to 5 (there are not used techniques
for dimension reduction), both neural networks will have the input layer
composed of 5 neurons. To simplify the problem, the students are divided in the
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three classes, according the grade. Thus, the neural networks will have output
layer composed of three neurons. In conclusion, the parameter that needs to be
selected for architecture improvement is the number of neurons of the layer
hidden between the input layer and the output. Selection of the best number of
neurons is done as it follows:

1) It starts from a hidden layer which is composed of a number of
neurons equal to the biggest layer of the network (in the present
situation, the input layer , equal to 5 neurons) and the performances of
the classifying indicators are assessed (the error rate);

2) Gradually a neuron is added to the hidden layer and the performances
of the classifying indicators are re-assessed;

3) The optimum number of neurons of the hidden layer is achieved when
the error rate is minimum or has no significant fluctuations.

Network training is done by reaching a stopping criterion represented by
the maximum number of iterations (epochs=300) or a minimum error value
(0,100).

In the tables 6, 7 and 8 there are presented the results for improvement of
the two neural networks (MLP and RBF) for different class divisions. Inside the
tables, the configurations with the optimal number of neurons the hidden layer
have been marked in bold. In the case of an error rate which is identical for
several configurations, the one having the smallest number of neurons in the
hidden layer was considered optimal.

Table 6
Error rates of the neural networks (the case with three classes and five loggings)

Classifying indicators Number of neurons in the hidden layer

5 6 7 8 9 10 11 12 13
MLP 0,411 | 0,398 | 0,382 | 0,377 | 0,357 | 0,356 | 0,355 | 0,359 | 0,361
RBF 0,398 | 0,392 | 0,385 | 0,361 | 0,355 | 0,350 | 0,350 | 0,349 | 0,349

0,37 | aMLP
0,36 ORBF

5 6 7 8 9 10 11 12 13

Fig. 3. Error rates of the neural networks (the case with three classes and five inputs)
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Table 7

The error rates of the neural networks (the case with ten classes and five inputs)

The classifying The number of neurons in the hidden layer
- dicat
indicator 10 [ 10 [ 12 [ 13 14 [ 15 [ 16 [ 17 | 18
MLP 0,678 | 0,669 | 0,650 | 0,647 | 0,646 | 0,646 | 0,647 | 0,648 | 0,646
RBF 0,598 | 0,595 | 0,588 | 0,587 | 0,587 | 0,586 | 0,587 | 0,588 | 0,590

0,7

0,68 1

0,66

0,64 4

0,62 1

0,6 4

0,56 1

0,54 +

10

11

12

mMLP
ORBF

13 14 15 16 17 18

Fig. 4. The error rate of the neural networks (the case with ten classes and five inputs)

Table 8

The error rate of the neural networks (the case with two classes and five inputs)

The classifying Number of neurons in the hidden layer
indicator 5 6 | 7 8 | 9 [ 10 | 11 | 12 [ 13
MLP 0,311 | 0,386 | 0,323 | 0,211 | 0,211 | 0,210 | 0,210 | 0,209 | 0,209
RBF 0,194 | 0,186 | 0,173 | 0,172 | 0,166 | 0,167 | 0,167 | 0,166 | 0,165

0,45

0,4 4

0,35

0,3 1
0,25
0,2 q
0,15
0,1+

0,05 1

5

6

7

EMLP
ORBF

8 9 10 11 12 13

Fig. 5. The error rate of the neural networks (the case with two classes and five inputs)

The smaller the error, the closer to perfect the generated model is [11].
This allows us to estimate better the performances of the students that appear after

the configuration.
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3. Conclusions

From the result analysis I made, it can be noticed that big error rates are
achieved in the case of a greater number of classes. This is justified by the fact
that the problem the neural network intends to solve is much more complex. This
implies training a network whose architecture would allow discrimination in the
data hyperspace of some regions with different shapes and dimensions.

We can also notice that the RBF network has in most situations error rates
inferior to MLP network. This leads to the conclusion that the data follows a
multidimensional Gaussian distribution which can be much easier discriminated
by means of the functions with radial base from RBF network components.

By using the neural networks we can have the best configuration from the
error point of view. They also allow improvement of the performances along with
the growing of the database by retraining, thus including the new information
collected from the subsequent students. This shows the dynamic character of the
model.
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