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ELEPHANT FLOW SCHEDULING IN SDN DATA CENTER
NETWORK BASED ON DIFFERENTIAL EVOLUTION
ALGORITHM

Rongrong DAI*, Honghui LI?*, Xueliang FU?

The traditional traffic scheduling method when scheduling the elephant flow
may cause network congestion and link load imbalance. A new mechanism DE-SDN
based on differential evolution is proposed to optimize the scheduling of the elephant
flow in the SDN data center network, and the optimization objective is to minimize
the maximum link utilization. By defining differential mutation, crossover and
selection operations, and combining with the global network state, the algorithm can
obtain the optimal path and reroute the elephant flow on the congested link. The
experiments show that compared with ECMP and GFF, taking random
communication mode as an example, the proposed DE-SDN algorithm improves the
network pairwise bandwidth by 16.74%~32.09% and 7.95%~23.62% respectively,
reduces the maximum link utilization rate and achieves the network load balancing
well.

Keywords: Data center network, Software defined network, Traffic scheduling,
Differential evolution algorithm

1. Introduction

In recent years, big data and icloud computing continue to develop, data
centers constructed by two or three-layer switches or routers have become the
infrastructure of Internet information construction [1]. As the scale of the data
center is gradually growing, the number of communications within the data center
network has grown index, and its bandwidth demand is increasing [2]. Traditional
data center network structure is overburdened, which is prone to link congestion
and can’t provide effective traffic transmission services. Therefore, network
traffic scheduling problems has attracted more and more attention.

The dynamic information of the whole network cannot be collected and
understood by routing algorithms in the traditional data center network
architecture, and the global optimization scheduling of network traffic cannot be
achieved. And software defined networks (abbreviated SDN [3]) separates the
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control plane and the data plane of the switch, and the controller can master the
use of the whole network in real time, realize the scheduling of network traffic
more accurately, and provide a new solution for the development of new network
applications and future Internet technology [4].

So far, Equal-Cost Multi-Path Routing (abbreviated ECMP) is extensively
applied in data center network traffic scheduling [5]. When there are multiple
equivalent available paths to the same destination node, the ECMP algorithm
hashed each data flow and evenly distributed the data flows to the multiple
equivalent paths according to the hash value. In this way, the network load
balancing is realized. Research show that current data center network traffic is
divided into two types: elephant flow and mouse flow [6]. Among them, data
flows that occupy 10% or more of the link bandwidth are called elephant flows.
Although elephant flow accounts for a small amount in the data center network, it
lasts for a long time and carries up to 90% of the data volume [7]. ECMP
algorithm is a static traffic scheduling algorithm, which does not consider the real-
time network usage state. When elephant flows occur on the network, ECMP may
allocate multiple data flows to the same path, resulting in link congestion, load
imbalance, and low network resource utilization.

Aiming at the problem of elephant flow scheduling in ECMP algorithm, a
new elephant flow scheduling mechanism DE-SDN based on differential
evolution algorithm is proposed in this paper to realize global dynamic traffic
scheduling. Based on ECMP algorithm, the DE-SDN algorithm monitors the link
usage status and calculates the global optimal route after reroute for elephant
flows on congested links. Simulation results show that compared with ECMP
algorithm and GFF algorithm, DE-SDN algorithm can effectively reduce the
maximum link utilization and improve the network bandwidth.

Firstly, this paper introduces the related work to solve the traffic
scheduling problem of SDN data center network, and then carries out
mathematical modeling of the problem. Then, a traffic scheduling method de-
SDN based on differential evolution algorithm is designed to solve the
optimization model. The last, the effectiveness and feasibility of the proposed
method can be evaluated by simulation experiments.

2. Related work

The traditional data center traffic scheduling method has been unable to
meet the rapid development of the current network demand. Many scholars
proposed the traffic scheduling method of SDN data center network.

Al-fares et al. proposed the Hedera dynamic traffic scheduling mechanism
[8], which was applied to the multilevel switch topology of SDN data center
network. It applies the Global First Fit algorithm (abbreviated GFF) to calculate
the path without conflicts and issues instructions to the switch to reroute the data
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flow. This is the first time that SDN technology is applied to data center network
traffic scheduling, which provides a new research direction for the following
traffic scheduling research.

Andrew R. Curtis et al. [9] proposed the Mahout method, which identifies
elephant flows by detecting the connection cache of the terminal host rather than
on switches in the network. [10] Mahout reduced switch waste compared to
Hedera and was an order of magnitude faster at detecting elephant flows than all
flow statistics.

Liu Zhenpeng et al. [11] proposed a dynamic traffic scheduling scheme
DTSNL based on network load in view of the problem that ECMP algorithm does
not consider traffic characteristics and is prone to link conflict. [12] Experimental
results show that DTSNL can improve the load balancing effect of data center
network compared with ECMP and GFF.

Peng Dagin et al. [13] proposed a multipath routing algorithm based on the
real-time status of links to schedule elephant flow and mouse flow separately,
routing elephant flow according to the path weight, and routing mouse flow by
selecting the path with the maximum available remaining bandwidth. The
algorithm can improve the average link utilization of Fat-Tree networks.

In recent years, with the development of swarm intelligence algorithm,
researchers have applied it to solve the traffic scheduling optimization problem of
SDN network and improved the network performance. Lin Zhihua et al. [14]
proposed DPSOFS, a discrete particle swarm optimization traffic scheduling
algorithm in the fat-Tree data center network topology. DPSOFS algorithm
accelerates the convergence speed and obtains a better traffic scheduling path.

Li Honghui et al. [15] is proposed based on ant colony algorithm of
elephants flows scheduling algorithm of ACO - SDN, by modeling the elephant
flow scheduling problem and solving the optimization model based on the ant
colony algorithm, the global optimal path is obtained to re-route the elephant
flow, which effectively reduces the maximum link utilization rate of the data
center network and improves the bandwidth of network allocation. Therefore, this
paper proposes a traffic scheduling mechanism DE-SDN based on differential
evolution algorithm to realize dynamic scheduling of elephant traffic in SDN data
center network. DE-SDN algorithm calculates the global optimal path according
to the real-time status of the network from the perspective of the global network
and reroute elephant flow on the congested link based on ECMP. In this way,
network load balancing is implemented, and network resource utilization is
improved.

3. Modeling traffic scheduling problems

In this paper, the traffic scheduling problem is modeled. The main feature
of the model is that under the given network topology and link capacity
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constraints, the network traffic is reasonably scheduled to optimize its objective
function, and then it is evenly distributed on each link in the network to achieve
load balance. The specific modeling description is as follows:

The data center network topology is represented as a graphG(s,L),

whereSis the set of all network nodes (switches), and the node is
s,€S,i=12,....,S]. L indicates the set of all links in the network. The capacity of
link I eL is C, and the link utilization rate is u,.L, and L, are subsets of link set L
respectively. Any I, e L; (I e s )has §; as its endpoint and data flows into (1. flows
out of) nodes S;through I, . The set of data flows causing congestion is represented
as E, the bandwidth of data flow e<E is b,, and the source node and destination
node of data flow e are represented by s¢ and s; respectively. Variable y/
indicates whether data flow e passes through link 1. Link utilization rate u, is

defined as the ratio of the sum of bandwidths of all data flows € passing through
link | to the capacity C, of link I. Maximum link utilization u™ refers to the

maximum value of utilization in all links in the network. So the optimization goal

of the flow scheduling problem is to minimize the maximum link utilization in the
network, which can be represented by the formula (1).

2. vib,
min max ¢ &5 —— 1
c 1)
lelL
When the above optimization target is reached, the flow rate schedule
should satisfy the following constraint conditions (2) ~ (6).

> yib, <C lel )
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Formula (2) indicates that the sum of bandwidth of data flow e passing
through link | cannot exceed the capacity of this link. Formula (3) indicates that if
the node s, is the source node of the data flow e, the data flow e only flows out
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of this node. And formula (4) indicates that if the node s; is the destination node,

the data flow e only flows into this node and no longer flows out. Formula (5)
indicates that if s; is the intermediate node of e, the data flows in and out of this

node are the same. Formula (6) defines the value range of variable y;.

The essence of the model in this paper is an integer linear programming
mathematical model, which has obvious effects and certain advantages when there
are many elephant flows in the network. In this paper, differential evolution
algorithm is applied to solve the model and obtain the routing scheduling scheme
of elephant flow.

4. Differential evolution traffic scheduling algorithm DE-SDN

4.1 DE-SDN Overview

The flow of the traffic scheduling mechanism DE-SDN proposed in this
paper based on differential evolution algorithm is demonstrated in Fig. 1, and the
specific steps are as follows.

—>| Collect link status informati on using Sflow

| Use ECMP to schedule the newly arrived data |
stream

| Identify congested elephant flows |

I

Select 50 altemative paths of destination nodes of
the same origin as elephant flow

y

The differential evolution algorithm is used to
select the optimal path

!

—| Reroute the elephant flow |

Fig. 1. Elephant flow scheduling flowchart

(1) The Sflow-rt collector continuously collects data center network link
status information.

(2) For the new arrival data center network data flow, the first use of
ECMP algorithm flow scheduling.

(3) If the elephant flows through one of the links the maximum link
utilization is greater than the threshold, then perform the following steps (4) ~ (6),
or turn to step (1).
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(4) K shortest available paths of the same destination node as the elephant
flow are selected as alternative paths for rerouting the elephant flow.

(5) The traffic scheduling method based on differential evolution
algorithm is called (see section 3.2 for details). According to the current network
state collected by the Sflow-rt collector, the global optimal path is calculated from
k alternative paths.

(6) Convert the calculated new path into a flow entry and send it to each
switch. Then re-route the elephant flow and go to Step (1).

4.2 Differential evolution scheduling part

In 1997, Rainer Storn and Kenneth Price proposed Differential Evolution
(abbreviated DE) after discovering the convergence of genetic algorithms [16].
The basic idea is to carry out mutation operation on the randomly generated
population. According to certain rules, the difference vector of two individuals is
summed up with the third individual to produce mutation individuals [17]. Then
the mutant individual and the target individual are crossed, by calculating the
fitness value and iterative calculation, in accordance with the natural law of
survival of the fittest, finally select the global optimal solution. DE algorithm has
fast convergence speed, few control parameters, and the algorithm is simple and
easy to execute. The optimization results are more stable than genetic algorithm
and particle swarm optimization algorithm [18]. According to the network
topology and the current link utilization rate, a global optimal path can be
calculated, and the path can also satisfy the constraint conditions (2)~(6). The
input is the current utilization of links in the data center network, and the output is
the optimal path of a rerouted elephant flow. The flow chart of this method is
shown in Fig. 2, and the specific steps are described below.

| Algorithm initialization |

Congestion paths Xi performs differential variation
operations, produces mutant individuals Vi

[

The individual Xi and mutant individuals Vi
interoperate, generate new individuals Ui

|

The fitness value is calculated for the new
individual Ui

I

Individuals who retain the next generation of a new
population by selection

Fig. 2. DE-SDN Algorithm flow chart
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(1) Initialization of the algorithm

@ Set loop control conditions. Set the loop control variable t as 1 and set
the maximum number of iterations MaxT.

@ The initial solution space R. According to Yen algorithm [19], k-
shortest path is generated as an alternative path candidate solution space R.

Q@ Population initialization. M individuals are selected from solution space
R in turn to form a population Pop, where the individual X; is a complete path,
and each path is composed of n links I, as shown in Equation (7).

X;={ L, L ..}  XeR 1<i<M @)

@ Definition of fitness function.
In order to achieve the optimization goal of minimizing maximum link
utilization, the fitness function of individual X, is defined as shown in Equation

(8).
F(X,)=1 (axHOPY(X,) +bxMAXU(X,)) (8)
Where, HOPS(X;) is the length (hop number) of individual path X;,
MAXU(X;) is the maximum link utilization of all links in X;, a and b are the

influence factors. Through the definition of fitness function, the minimization
problem solved in this paper is transformed into the maximization problem, and
the optimal solution is obtained according to the following steps.

(2) Mutation operation

In the variation operation of the classical differential evolution algorithm,
three individuals are randomly selected from the population Pop to generate the

variation [16]. In this paper, in order to maintain the continuity of candidate paths,
the link with the maximum link utilization greater than threshold H in individual
X, is replaced by one or several adjacent and uncongested links to form a new

path individual V,(t) in the t iteration. Fig. 3 shows an example of a mutation
operation.

[ [ [ [ [

(a) A complete path X, (t)

*
[ Y ;3
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(c) Variation of pathV, (t)
Fig. 3. Variation example
In Fig. 3, s represents the switch node and I; represents the link between

the two switches. Assume that the utilization of connection link I,on the path

shown in Fig. 3(a) is greater than the threshold, then replace it. Using Yen
algorithm, two endpoints s, and s, of link I, were taken as source and destination

nodes, respectively, to generate k-shortest paths and reserve them to the mutation
candidate solution space rR. Candidate path I"satisfying the following conditions

is selected from solution space R, as shown in Fig. 3(b):
A. The maximum link utilization of all the links in the candidate path I"is

lower than the Threshold H .
B. The candidate path I"is the shortest in the solution space R. Then, the

congested link 1, was replaced by the candidate path 1"to generate the variation
individuals V;(t) as shown in Fig. 3(c).
(3) Cross operation

In iteration t, a random number r is selected from the interval [0, 1]. If r >
crossover factor cr, the mutant individual V,(t) is retained and the step (4) is

carried out. If r< crossover factor cr, crossover operation was performed
between the original individual X;(t)and the mutant individual V,(t). The

individual X,(t) and V,(t) are traversed sequentially. When the first same node

(common node) appears, all links after this node are exchanged to obtain the
crossed individual U, (t) . Then determine whether there is a loop in U, (t) . If so,

retain the path to remove the loop as the crossed individual U;(t) .

Considering that the mutant individual V,(t) may be derived from the
variation of X;(t) (as mentioned above), the crossover individual U,(t) may be
identical with the original individual X, (t) after crossover operation, resulting in

invalid crossover. If invalid crossover occurs, a path with the same source node
and destination node as V;(t) is randomly selected from population Pop as the

individual W(t), and the crossover individual U;(t) is obtained after crossover
operation with the mutant individual V,(t). Thus, the probability of the results of

mutation operation being retained to the next generation population can be
improved. The schematic diagram of crossover operation is shown in Fig. 4. It is
assumed that the individual W (t) (Fig. 4 (a)) is cross operated with the mutation

individual V,(t) (Fig. 3 (c)). Their first public node is s, . All the link strings

between W (t) and V;(t) from the public node s, to the destination node s; are
exchanged to obtain the crossed individuals U, (t) as shown in Fig. 4 (b).
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(a) Randomly selected individuals W (t)

!

LNARNAREAL N R AL AT,
AV A AV

(b) Cross the individual U; (t)

Fig. 4. Crossover example

(4) Select operation
According to formula (9), the fitness values of the crossover individual
U, (t) are calculated. If the fitness value of U, (t) is better than that of the current

individual X, (t), otherwise, the crossed individual U;(t) in the t iteration replaces
the current individual X;(t) and is retained to the next generation population;
otherwise, the individual X;(t) is retained.

_JUi®), i FU;(0) > F(X;(1)
Xi(Hl)_{xi(t), otherwise ®)

(5) If iteration conditions are met, exit the loop. Otherwise, go to step (2).

5. Experimental results and analysis

5.1 Experimental environment

To verify the effectiveness of DE-SDN algorithm proposed in this paper,
the simulation experiment uses Floodlight as SDN controller. Mininet, a
simulation platform, builds a k=4 Fat-Tree data center network, and uses Sflow
technology to monitor network status [20]. The DE-SDN was compared with
ECMP and GFF. The average bandwidth and maximum link utilization are used
to measure the performance of the algorithm. Among them, the bisect bandwidth
[21] refers to dividing a network evenly into two identical subnetworks, the total
bandwidth of the data traffic that passes through all the links in the two
subnetworks in a specified unit of time. The maximum link utilization is the value
of the highest link utilization among all paths on the network during network
transmission. In the same load case, the larger the pair bandwidth is, the larger the
network throughput is. The lower the maximum link utilization is, the more
evenly the network link utilization is, and no link is overused. In other words, the
better the network load balancing performance is.

(1) Topology
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Mininet platform is adopted to build a 4-yuan Fat-Tree network topology
with Python programming [22], as shown in Fig. 5. All nodes are OpenFlow
switches, and there are 20 in total [23]. Access layer switches connect 16 hosts,
and the bandwidth of each link is set at 100Mb/s [24].

JUEE LI

Fig. 5. Topology of a 4-yuan Fat-Tree network

(2) Communication mode

In literature [9], elephant flow is defined as data flow with bandwidth
greater than 10% of link bandwidth, so data flow with bandwidth of 10Mb/s and
above is identified as elephant flow in this paper. Currently, no publicly available
data center network load data is available due to privacy and security issues.
Therefore, this paper uses the communication mode used in reference [8, 11, 14,
15] to evaluate the elephant flow scheduling mechanism DE-SDN.

Iperf, a traffic generation tool, was used for secondary development. Data
flows of three different communication modes were generated by extending the
internal commands of Mininet. The three different communication modes are
described below:

1) Random mode: The source and destination hosts are randomly selected
on the network, and the traffic generation mode and traffic volume are randomly
generated.

2) Stride(i) mode: The host numbered x transmits data to the host
numbered (x+i) mod n, where n is the number of hosts in the network [25].

3) Staggered (p1, p2) mode: Each host with probability pl to belong to a
host sends data access layer switches, with probability p2 to belong to a host of
pod to send data, and with probability 1-p1-p2 to other pods within the host to
send data.

According to data center network characteristics [26], the size of data flow
in the experiment obeys exponential distribution, in which the parameter r of
exponential function is 0.23. The time interval for generating each flow obeys



Elephant flow scheduling in SDN data center network based on differential evolution (...) 231

Poisson distribution, and the duration of each flow is 60 seconds. Data flows from
the 20th to the 40th seconds are taken as effective experimental data.

(3) Algorithm parameter setting
According to the optimization objective of traffic scheduling, the main parameter
Settings of DE-SDN algorithm in the simulation experiment are shown in Table 1.

Table 1
Main parameter values of DE-SDN algorithm
Parameters The set value Recommended values

Maximum iteration MaxT 50 [50,100]

The number of population M 50 [50,100]
Impact factor a 1 [1,10]
Impact factor b 10 [1,10]

The threshold value H 0.5 0.5

crossed factors cr 0.1 [0,1]

Since the optimization objective is to minimize the maximum link
utilization, the influence factors of fitness function are set as a=1, b=10. If the
crossover factor cr is large, it will usually accelerate convergence and obtain the
local optimal solution, so cr =0.1.

5.2 Average bandwidth comparison

The data flow types in data center network are complex and the traffic is
huge. The simulation experiment selects the above three communication modes to
compare the performance of ECMP, GFF and DE-SDN traffic scheduling
algorithms. After 20 groups of experiments for each traffic scheduling algorithm
in each communication mode, the average value is taken to obtain the final
results. The comparison of the average bisection bandwidth of the experimental
results is shown in Fig. 4-6, where the horizontal axis represents the
communication mode and the vertical axis represents the average bisection
bandwidth of the distribution, in Mbps/s.

(1) Random mode
IECMP ©GFF  ®DE-SDN

130
5 120
3 110
£ 100
£250 X
3270 — \
2260 — \
= N\
Z 30— _\
20—
10—

randoml randon?
Fig. 6. Comparison of average bisection bandwidth in random mode

Two groups of experiments randoml and random2 are carried out in
random mode. As can be seen from Fig. 6, the average bisection bandwidth of



232 Rongrong Dai, Honghui Li, Xueliang Fu

GFF algorithm is higher than that of ECMP algorithm, and the average bisection
bandwidth of DE-SDN algorithm is higher than that of ECMP algorithm and GFF
algorithm. Compared with ECMP algorithm, DE-SDN algorithm improves the
average bisection bandwidth by 16.74%~32.09%, and compared with GFF
algorithm, the average bisection bandwidth increases by 7.95%~23.62%.

(2) Stride (i) mode

1ECHP SGFF 80E-SDN

Averagehisection bandwidth cueeas
o
]

i
(=)

stride(4) stride(s) stride(8)

Fig. 7. Comparison of average bisection bandwidth in stride mode

In order to simulate the load imbalance of the network and facilitate the
simulation of the traffic complexity of the real network, three groups of stride(4),
stride(6) and stride(8) were compared in stride(i) interval mode with three
communication modes: i =4, 6 and 8. Fig. 7 shows that in the three interval
modes, the average bisection bandwidth of DE-SDN algorithm is higher than that
of ECMP and GFF algorithm. In the Stride (6) mode, the average bisection
bandwidth of DE-SDN algorithm is 12.69% higher than that of ECMP algorithm
and 4.89% higher than that of GFF algorithm.

(3) Staggered (p1, p2) mode

1ECHP “GFF &[E-3DN
130

120
110
100

a0

Averagehisection bandwidth (Mbps's)

stag(, 0. 2) stag(0, 0. 4)

Fig. 8. Comparison of average bisection bandwidth in staggered mode

In staggered (p1, p2) modes, staggered (0, 0.2) and Staggered (0, 0.4) are
selected for experiments. Staggered (0, 0.2) is used as an example, in which each
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host sends data streams to a host with the same Pod with a probability of 0.2.
Sends data streams to other hosts in the remaining Pods with a probability of 0.8.
As shown in Fig. 8, under these two interleaved modes, there is no significant
difference between the average bisection bandwidth of ECMP algorithm and GFF
algorithm, but the average bisection bandwidth of DE-SDN algorithm is higher
than that of ECMP algorithm and GFF algorithm. Among them, the average
bisection bandwidth of DE-SDN algorithm is 20% higher than that of the ECMP
algorithm on staggered (0, 0.2) mode. On staggered (0, 0.4) modes, DE-SDN was
6.7% better than ECMP.

To sum up, in the three communication modes, DE-SDN algorithm has
higher average pair bandwidth than ECMP algorithm and GFF algorithm. This is
because the ECMP algorithm is a static hash scheduling algorithm, which evenly
distributes data flows to different equivalent paths according to the hash value.
Without considering the real-time state of the network, it cannot properly handle
elephant flow scheduling, resulting in increased data flow conflicts and link
congestion. Compared with THE ECMP algorithm, the GFF algorithm selects the
first qualified path for rerouting elephant flows on congested roads according to
the current network information status and the links through which data flows
pass, thus improving the average bisection bandwidth of the pair allocation.
However, in staggered mode, due to the increase of data flows between Pods, the
number of conflicting flows also keeps increasing, and GFF still chooses the first
path that meets the conditions. In this case, it is impossible to determine whether
the path is the global optimal path, and network congestion may occur again,
which cannot effectively alleviate the problem of load imbalance. The DE-SDN
algorithm proposed in this paper firstly performs scheduling of ECMP algorithm.
When real-time monitoring finds link congestion caused by elephant flow, a
global optimal path is selected based on the current network link status to
reschedule elephant flow. Therefore, compared with the other two algorithms, the
average bisection bandwidth is better.

5.3 Maximum link utilization comparison

The maximum link utilization is also an important index to evaluate
whether the traffic scheduling algorithm can better achieve network load
balancing. It can reflect the network link usage. If the network load is unbalanced,
the links with high network load will become congested, and the links with low
network load will become redundant because the links are not fully utilized,
resulting in the decrease of the bisection width.

To simulate real network load imbalance, staggered (0, 0.2)
communication modes were selected to compare the maximum link utilization of
ECMP, GFF and DE-SDN. 20 experiments were carried out for each algorithm,
and the transmission duration of each data stream was 60 seconds. Finally, the
cumulative distribution function values of all the maximum link utilization values
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were calculated. The frequency of each interval was 0.1, and the broken line graph
as shown in Fig. 9 was obtained. In the figure, the abscissa represents the
maximum link utilization, the ordinate is the cumulative distribution function
value, and the three curves are the cumulative distribution function curves
corresponding to ECMP, GFF and DE-SDN algorithms. The higher the position
of the cumulative distribution function curve, the better the effect of reducing the
maximum link utilization is. As can be seen from the figure, the maximum link
utilization of ECMP algorithm is mostly concentrated in 70%~85%, and that of
GFF algorithm is 60%~80%, while the maximum link utilization of DE-SDN
algorithm is about 10% lower than that of ECMP and GFF algorithm, and most of
them are concentrated in 60%~75%.

—&—ECMP —@—GFF ——DE-SDN

=
o

0.8

0.6
0.4

0.2 /
0.0 —Q—Q—Q—Q—Q—J

0 10 20 30 40 50 60 70 80 90 100

Cumulative distribution function
(CDT

Fig. 9. Comparison of maximum link utilization in staggered (0, 0.2) mode

6. Conclusions

Aiming at the problems of link congestion and load imbalance existing in
traditional data center network traffic scheduling algorithm, this paper proposes a
traffic scheduling mechanism of SDN data center network DE-SDN based on
differential evolution algorithm, considering the great impact of elephant flow on
the network. According to the actual network state and link integrity rules, the
crossover operation and mutation operation of differential evolution algorithm are
improved. Through simulation experiments, it is further verified that the proposed
DE-SDN algorithm not only improves the average matching bandwidth, but also
reduces the maximum link utilization, and provides a guarantee for network load
balancing by reasonably scheduling elephant flow compared with the classical
ECMP and GFF algorithms. Although this experiment has achieved good
experimental results, there are still many problems. This experiment uses a single
controller, easy to cause a single point of failure in the network. Therefore, the
next step is to realize the multi-controller scheduling mechanism of SDN and
expand the experimental scale, and also refine the traffic scheduling scheme by
combining different types of controllers.
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