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DYNAMIC BAYESIAN NETWORK STRUCTURE LEARNING
OPTIMIZATION ALGORITHM BASED ON BLDOO+CS

Yuexia XIONG!, Fuguo LIU%**, Guodong LI3

The Dynamic Bayesian Network, as a special form of Bayesian network, has
been widely studied at present. However, due to the dynamic nature of the network,
how to effectively grasp the Dynamic Bayesian Network is facing new challenges. In
order to further improve the efficiency of Dynamic Bayesian Network learning
algorithm, an improved algorithm for Dynamic Bayesian Network structure learning
based on BLDO+CS is proposed, This algorithm integrates BIC based local dynamic
optimization operators into the cuckoo algorithm, enabling real-time dynamic
optimization of the network structure. The structure learning of Dynamic Bayesian
Network is divided into two stages: prior network and transition network, which
simplifies the learning complexity; The transfer network utilizes the BLDOO+CS
algorithm to learn and modify its structure. The experiment shows that in the test of
dynamic ASIA and MILDEW networks as data, HDy, HD_, and CE of the proposed
algorithm are better than other comparison algorithms and have better learning
efficiency of Bayesian Network structure.

Keywords: Dynamic Bayesian Network, BLDOO-+CS algorithm, priori network,
transfer network, K2 algorithm

1. Introduction

Dynamic Bayesian Networks (DBN) are a type of Bayesian network that
incorporates a temporal constraint to better handle time-series data. Currently, DBN
has been widely applied in various aspects of production and people's livelihood,
such as target threat assessment, Li[1] applied Dynamic Bayesian Networks to
evaluate the threat of naval air defense targets; Risk assessment, such as Zhang[2]
establishment of a DBN model for comprehensive pipeline gas leakage to evaluate
the dynamic risk of pipeline gas leakage; Road surface anomaly detection, such as
Li[3] achieving road surface anomaly detection by constructing a high-order
Dynamic Bayesian Network classifier; Risk analysis of deep foundation pit
construction, risk assessment of ocean going vessels, and analysis and prediction of
road traffic safety, such as the deep foundation pit construction risk analysis method
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based on fuzzy Dynamic Bayesian Network proposed by Shen [4], which solves the
construction risk problem caused by the dynamic characteristics of risk factors
changing over time during the deep foundation pit construction process; Yingying
Wang[5] conducted risk analysis on ocean going vessels by improving the Dynamic
Bayesian Network model; Zhao[6] uses the DBN to analyze and predict road traffic
safety status; Public opinion crisis warning analysis, such as Tian [7] exploring the
level of public opinion crisis in the network of sudden public events by constructing
a Dynamic Bayesian Network warning scenario model; The risk assessment of fire
and explosion accidents in HRS, such as Lu[8] using the DBN to establish a model
for analyzing the dynamic risk of domino accidents in HRS fire and explosion;
Financial contagion, such as Fonseca[9] analyzing the phenomenon of financial
contagion between economic sectors through Dynamic Bayesian Networks;
Dynamic Bayesian Networks have been involved in social phenomena and
problems, but the above research mainly focuses on the application of Dynamic
Bayesian Networks, with little research on their related algorithms; Some scholars
have also conducted research on its algorithm, such as Yang[10] proposing a
comprehensive dynamic model that uses mobility data related to residence and
work to train and validate the Dynamic Bayesian Network model, with an accuracy
rate of 89. 77%, but there was no effective comparison with other related algorithms;
Xiao[11] proposed a DBN structure learning algorithm BOA, which first uses
various selection mechanisms to obtain a good solution set, optimizes the network
graph based on the data information in the good solution set, and then uses the joint
distribution of the network graph to generate a new individual set. The new
individual solution set replaces the previous generation solution set for iterative
optimization of the network structure. Wang[12] proposed an EGA-DBN algorithm,
which uses incomplete data as evidence variables to infer missing data, and then
calculates the probability of missing data using the concept of mathematical
expectation to obtain complete data. Based on the characteristics of the network
structure, a DBN structure encoding scheme is designed, and corresponding
mutation probability and crossover probability are designed based on genetic
algorithm. However, the algorithm is prone to getting stuck in local optima.
Considering that the EGA-DBN algorithm is prone to getting stuck in local
optima, this paper proposes a DBN structure optimization algorithm based on
BLDOO+CS. The algorithm fully considers the influence of local structure on the
final network structure, and proposes a Bayesian Information Criterion (BIC) based
local dynamic optimization operator to enable real-time dynamic optimization of
the network structure. It is then integrated with the cuckoo algorithm for nest
location optimization. The learning of DBN structure is divided into two steps.
Firstly, the prior network is learned by adding K2 algorithm to the BLDOO+CS
algorithm to obtain the final network structure; Furthermore, for the learning of
transfer networks, as the network structure can only point from the current time t to
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the next time t+1, the BLDOO+CS algorithm is used to learn and modify its
structure.

2. Related Basic Theory
2.1 Dynamic Bayesian Networks

Dynamic Bayesian Network is an extension of Bayesian Network in the
time domain, which introduces a constraint time attribute to better handle temporal
data. DBN can be represented as (Bo, B-.), the prior network By is a static BN, and
the transition network B_, refers to the BN of two or more time slices. If only two
time slices are considered, the probability of the variable node state occurring at
time t is shown in equation (1):

P(X"™ 1 X") :HFIP(X; |.X1) W

In the above equation, x!represents the value of node j at time t; x, The
parent node represented x' ;n represents the number of nodes. The joint probability

of any node in the DBN network is shown in equation(2):
P(XO:T) — H’;ZIPBU (XJO | XEJ)H,T:] PBA (Xt+1 | X,)
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Among them, [T, Pg (X{|Xp;)and [I{=; Ps (X***[X")are respectively
referred to as the initial network and the transfer network, X,;° is the parent node
set of X;” in the initial network, mi[t]andmi[t-1]respectively represent x;[t]belonging
to {Xi[t], X2[t], . . ., Xu[t]}in the transfer network, The parent node set m;[t] of X,[t]
and the nodes belonging to {Xi[t-1], Xo[t-1], ..., Xa[t-1]} The parent node set m;[t-
1].

2.2 K2 Algorithm

The K2 algorithm [13] is a greedy algorithm that uses node order and
maximum number of parent nodes as inputs, and learns network structure from data.
The specific ideas about the K2 algorithm can be found in reference [14]. The
following definition of node order is shown in equation (3):

Pred(X.):Xj =P(X.) j=1,2-i-1
1 a 1 (3)
Among them, Pred(Xi) represents the node ranked before node X;, and
Pa(Xj) represents the parent node of node X;.
3. Principles of BLDOO+CS Algorithm Design

Dynamic Bayesian Network prior network learning is based on the K2
algorithm and utilizes the BLDOO+CS algorithm as the core to learn its structure.
Determine the maximum number of parent nodes p by calculating mutual
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information to construct MWST [15];Using the BLDOO+CS algorithm for iterative
optimization to obtain the optimal bird's nest, applying breadth first search strategy
[16] to search for node order; Combined with the K2 algorithm to search and obtain
the final prior network structure; Based on the transfer network characteristics, the
BLDOO+CS algorithm is used to learn and modify its structure.

3.1 Cuckoo Algorithm

Cuckoo Search (CS) is an intelligent algorithm that simulates the special
behavior of cuckoo parasitism and brooding to seek optimal solutions. It has the
advantages of fewer parameters and is less likely to fall into local optima. A
parameter abandonment rate has been developed for the unique habits of cuckoo
birds. For the implementation of its algorithm, three ideal states need to be set:

1) Cuckoo can only produce one bird egg at a time and randomly choose
other bird nests to hatch its offspring;

2)A randomly selected group of bird nests, and the best nest will be preserved;

3) The number of select able bird nests n is fixed, and the probability that
the owner of each nest can detect a sudden addition of a foreign bird egg and discard
itis P.€J0, 1];

Under the premise of satisfying the above three ideal states, the position
update formula for cuckoo nest searching is composed of the current stage nest
position plus the Levy distribution function multiplied by the step size scaling factor.
The formula is as follows:

t+1 t

Among them, L(s, A) represents the Levy distribution function, a is the
scaling factor, and X;**! represents the position of the nest i at time t+1.

3.2 BLDOO+CS Algorithm

In order to make the cuckoo algorithm more suitable for learning BN
structures, several improvements have been proposed: a)Setting up black and white
lists and gray lists reduces the search time of the algorithm; b) Inspired by the
position update formula for cuckoo nest searching in the cuckoo algorithm, a nest
position update formula different from the algorithm was designed to make it more
suitable for learning network structures; c¢) Considering the problem that the
advantages and disadvantages of local network structures cannot be generalized, a
BIC based local dynamic optimization operator is proposed, and the BLDOO+CS
algorithm is iteratively optimized multiple times to obtain the optimal nest position.
Considering the problem that the advantages and disadvantages of local network
structures cannot be generalized, a BIC based local dynamic optimization operator
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is proposed, and the BLDOO+CS algorithm is iteratively optimized multiple times
to obtain the optimal nest position.

3.2.1 Build Initial Network

Due to the good universality and uniformity of the Maximum Information
Coefficient (MIC), for a detailed introduction of MIC, please refer to reference 14.
the correlation between nodes is detected by calculating the MIC between nodes,
and the MWST is constructed to obtain the network skeleton graph. The initial
transition network is constructed based on the correlation between variables. Taking
the dynamic ASIA network as an example, as shown in Fig. 1.

(b)
Fig 1: (a)Dynamic ASIA prior network. (b)Dynamic ASIA Transfer Network

3.2.2 Bird's Nest Update

Taking inspiration from the formula for updating the nesting position of
cuckoo birds, and considering making it more suitable for BN structure learning,
the update formula was improved and a change rule for velocity V was set. The
specific formula is as follows:

G"' =G +V (5)

Among them, G' represents the position of the cuckoo in the nest at time t,
G"! represents the position of the cuckoo in the nest at time t+1, and V represents
the cuckoo moving at a certain speed, which is consistent with the definition of the
nest position. The velocity V is represented by matrix encoding, where each

element is defined as follows.
{1, add the edge from node j to node i

(6)

v, =

" 0, remain unchanged

—1, delete the edge from node j to node i

When the cuckoo moves from position G' to another nest position G**! at a
certain speed V, the nest position update is mainly based on the rule setting of the
velocity matrix. Taking the survey network structure as an example, the nesting
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speed V of the cuckoo shown in Fig. 2 indicates that the edge from A—E will be
deleted, and the edge from S—R will be added while keeping everything else

unchanged.
() (s
(®)
e[ =

Fig 2 Cuckoo's nest searching method
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3.2.3 List division

By calculating the maximum information coefficient between variables as
the correlation between their nodes and representing it in the form of a MIC matrix,
if setting a single value as the partition threshold unilaterally is too subjective, this
article represents the correlation between variables in the form of a percentage. Due
to the fact that blacklisting removes independent or unrelated variable pairs, and
based on the definition that there is no correlation between variables within the
absolute value range of correlation coefficient [0, 0. 09], variable pairs with MIC
values less than or equal to 9% are included in the blacklist; Since the whitelist
preserves variable pairs with strong correlations, and refers to the definition of
strong correlations between variables within the absolute value range of correlation
coefficient [0.5, 1], variable pairs with MIC values ranging from the binary to the
upper bound are classified as having strong correlations. Therefore, variable pairs
with MIC values accounting for 50% or more are included in the whitelist; The
remaining variables are recorded in the grey list and subjected to BIC local dynamic
selection operator operation.

3.2.4 Based on BIC Local Dynamic Selection Operator

The fitness function of the cuckoo algorithm adopts the Bayesian
Information Criterion (BIC) [14] scoring function, which can be decomposed into
the sum of scores between each node. Considering that some networks have better
local structures but poorer overall structures, such as the current location G' of the
Bird's Nest receiving a better rating than the previous location G*!, there may be
some local structures in G*! that are better than G'. Therefore, the speed of cuckoo
foraging is determined by evaluating the local scores between nodes. Specifically,
the MWST is constructed to obtain the initial network structure, and the variable
pairs in the gray list are sorted in descending order. The variable pairs in the gray
list are traversed sequentially to change the corresponding speed matrix position
from O to 1, and the edge with the minimum correlation degree in the parent node
set corresponding to the node is deleted. The corresponding speed position is
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changed from 1 to -1. According to the updated formula, the network Gt is obtained,
and the parent node sets of the node in G*! and G' are found. The BIC score values
of the node and the corresponding parent node set are calculated, and the size of the
BIC score values is compared. The node with the larger BIC score value and its
parent node set are selected to determine the network structure. G*! or G'. Repeat
the above operations by traversing through the grey list in sequence.

The definition is based on the BIC Local Dynamic Optimization Operator
(BLDOO), BLDOO(G"!, G) is as follows: Input the initial network G*!, sort the
variable pairs in the gray list in descending order, extract the first variable pair (X,
X;j), set the rules according to the velocity matrix, and change the velocity matrix
position vij from 0 to 1. In G*!, the velocity position vix of the variable pair (Xi, X)
with the lowest correlation degree in the parent node set of node X; will change
from 1 to -1. Based on the updated formula, obtain the network structure G'. Let the

set of parent nodes corresponding 77} to node Xi in G', the set of parent nodes
corresponding 7' to node X; in G*, and the BIC score values score(X,, 7}, ) of the
set of parent nodes 7 ;(1, of node X; in the bird's nest positions G*! and G' be calculated,
respectively; The BIC score value score(X, ,-,ﬁzl) of the parent node set of node X is
denoted as ﬂZl . Compare the magnitude of the rating values, if so

score(X,,y ) < score(X,,7') , then the set of parent nodes of node X; remains

unchanged; The positions of vj; and vix in the corresponding velocity matrix remain
unchanged, and the position of the bird's nest at the next moment G*"'=G"!; On the

contrary, SCOV@(XI-,EQ,_)>SCOV6(XI-,7T§{,1) the position of the bird's nest at the next

moment G*"'=G". Loop through the variables in the gray list one by one until all
pairs of variables have been traversed. Finally, check if all the variable pairs in the
whitelist are included in the optimized network structure. If they are included, the
structure will not change. If not, the edges that are not included will be transformed
into the final structure through velocity matrix transformation. The specific
operation steps are as follows:

Stepl: Sort the grey list in descending order, extract the first variable pair
(Xi , Xj), and according to the speed matrix setting rule, the speed matrix position
vij changes from 0 to 1. In the initial network G'!, the variable pair(X; , Xx) with the
lowest correlation in the parent node set of node X; corresponds to the speed matrix
position vik changing from 1 to -1. Based on the updated formula, obtain the bird's
nest position G

Step2: In G*!, find the parent node set 7 ;,,1 corresponding to node X; in G*

I:In G', find the parent node set =, corresponding to node X in GY
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Step3:  Calculate  score(X,,7y,)  and  score(X,7y) . If

score(X,,my ) < score(X,,my') , then the set of parent nodes of node X; remains

unchanged, and the nest position G™'=G"! at the next moment; On the contrary,
score(X,,my ) > SCOV@(XZ-,ﬂZl), then take the parent node set of node Xj, and the nest

position G""'=G'at the next moment;

Step4: Return to Step 1 and iterate through all variable pairs in the grey list
until all have been traversed;

Step5: Traverse the variable pairs in the whitelist. If the optimal structure
contains all the edges in the whitelist, the structure remains unchanged. Otherwise,
the edges that are not included will be transformed through the velocity matrix to
obtain the final structure.

3.2.5 BLDOO+CS Algorithm Process Description

Using the cuckoo algorithm as the framework for algorithm improvement,
the correlation between variables is first detected, and a network skeleton is
constructed based on the correlation and encoded to obtain the initial nest position;
Next, update the position of the bird's nest, design a nest update formula, and
represent the speed of the cuckoo's nest searching path. The cuckoo moves at a
certain speed V while searching for its nest; Finally, the BIC local dynamic
optimization operator is proposed to enable real-time dynamic optimization of the
network structure, iteratively finding the final nest position. The flowchart is shown
in Fig. 3.
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Fig 3 algorithm flow chart

4. Simulation Experiment
4.1 Data Set

The hardware environment for the simulation experiment in this article is
Intel Core 17-1087H CPU @ 2. 20GHz, 32GB DDR4 memory, and experimental
platform Windows 10 operating system, using Python language for algorithm
programming.

To verify the performance of the algorithm proposed in this paper,
simulation experiments were conducted using classic dynamic ASIA networks and
MILDEW networks as simulation data. Dynamic ASIA Network [17]: Dynamic
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ASIA Network simulates data generation by integrating websites
https://www.bnlearn.com/bnrepository/.The conditional probabilities between
variables in the provided ASIA network were combined with time series to establish
dynamic ASIA network simulation data for experimental testing. The dynamic
ASIA network structure in this article can be referred to in reference [18].

MILDEW network: The MILDEW!’! dynamic network is a dynamic
Bayesian network constructed with winter wheat as the research object and the
susceptibility of winter wheat to powdery mildew as the research content. Powdery
mildew is a fungal disease that lives on the leaves of living plants, mainly
transmitted through wind borne spores. The infection and onset of this disease are
highly susceptible to weather conditions, mainly temperature, humidity, and wind.
May spread rapidly under favorable weather conditions; Under unfavorable weather
conditions for transmission, it may not spread and may disappear over time due to
the natural shedding and death of old, infected leaves, while new, uninfected leaves
sprout. This is a dynamic Bayesian network that changes over time. The MILDEW
network simulates data using conditional probabilities between variables and
directly generates data using PYTHON software. Generate simulated data for the
ASIA network and MILDEW network, with sample sizes of 500, 1000, 2000, 5000,
and 10000, respectively. Compare and analyze the experimental results with the
MWST-T-K2 algorithm and MWST-HC algorithm.

4.2 Parameter Setting and Evaluation Indicators

In the simulation experiment, the number of cuckoos was set to n=28, and
the algorithm parameters were set as follows: abandonment rate p.=0.25, and
iteration count t=100. Professor Yang [20] found through simulation experiments
that the convergence speed is not significantly affected by the values of the
parameters pa and n. After experimental testing, the median value of n in the above
range of 15-40 is taken as 28, and pa is taken as 0.25.

For the evaluation indicators, use Correct Edge (CE) and Hamming
Distance (HD), as described in reference [14].

As the learning of DBN structure is divided into two steps, the prior
network's correct edge count CE¢ and Hamming distance HDo are used, and the
transfer network's correct edge count CE_. and Hamming distance HD_., are used to
judge the quality of the learning structure.

4.3 Analysis of Experimental Results

Record the effective edges (CEo and CE-,), lost edges (MEo and ME_,),
reverse edges (IEo and 1IE-.), and redundant edges (REo and RE_.) of the dynamic
ASIA network and MILDEW network in three algorithms. Table 1 records the
initial Hamming distance HDy and transfer Hamming distance HD_, learned by the
dynamic ASIA network using different algorithms, as well as the correct number
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of edges CEy for the initial network and CE_. for the transfer network, as shown in
Table 1.

Table 1
Comparison of algorithm results of dynamic ASIA networks in different sample sets
algorithm sample size HDy CEy HD_, CE_,
500 5 4 7 8
2000 2 6 5 10
MWST-HC 5000 3 6 5 11
10000 6 3 3 12
20000 5 4 3 13
500 3 6 6 11
2000 1 7 4 12
MWST-T-K2 5000 1 7 3 13
10000 1 7 2 14
20000 1 7 2 15
500 4 5 9 12
2000 3 6 8 13
proposed algorithm 5000 2 7 5 14
10000 1 7 4 15
20000 0 8 3 15

In Table 1, the learning results of different algorithms in the dynamic ASIA
network show that the prior network Hamming distance HDo of the algorithm
proposed in this paper gradually decreases with the increase of sample size. At a
sample size of 10000, the algorithm learned a completely correct prior network;
The HDo of the MWST-T-K2 algorithm gradually decreases with the increase of
sample size, but the inverted edges do not change. Due to errors in the initial
undirected graph orientation of the network, the algorithm cannot learn the
completely correct network; The MWST-HC algorithm shows an upward and
downward fluctuation trend in HDy instability as the sample size increases. The
correct number of edges for the algorithm proposed in this article gradually
increases with the increase of sample size. At sample sizes of 500 and 1000, the
correct number of edges learned by the algorithm proposed in this article and the
MWST-T-K2 algorithm are 17 and 19, respectively. Therefore, comparing their
Hamming distances, the Hamming distances of the algorithm proposed in this
article are 13 and 11, respectively, and the Hamming distances of the MWST-T-K2
algorithm are 9 and 5, respectively. Therefore, at sample sizes of 500 and 1000, the
learning performance of the MWST-T-K2 algorithm is better than that of the
algorithm proposed in this article. The learning performance of the MWST-HC
algorithm is lower than that of the algorithm proposed in this paper and the MWST-
T-K2 algorithm. Overall, the learning performance of the algorithm proposed in
this paper is lower than that of the MWST-T-K2 algorithm when the sample size is
small. However, as the sample size increases, the learning performance of the
algorithm in this paper is better than other compared algorithms. Moreover, the
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introduction of the BIC local preference operator makes the edges of the network
structure more accurate, filtering out some inaccurate edges in the initial network.

Table 2 records the initial Hamming distance HDo and transfer Hamming
distance HD_, learned by the dynamic MILDEW network using different
algorithms, as well as the correct number of edges CEy for the initial network and
CE_, for the transfer network, as shown in Table 2.

Table 2
Comparison of algorithm results of MILDEW network in different sample sets
algorithm sample size HDy CEy HD_, CE.,
500 25 4 13 5
2000 25 6 11 8
MWST-HC 5000 24 6 9 10
10000 28 7 8 10
20000 21 10 10 10
500 34 11 18 11
2000 28 14 18 11
MWST-T-K2 5000 22 16 12 14
10000 22 16 9 14
20000 21 17 4 16
500 21 20 10 13
2000 18 20 9 14
proposed algorithm 5000 18 20 4 16
10000 15 20 3 17
20000 9 23 3 17

In Table 2, the learning results of different algorithms in the dynamic
MILDEW network show that the HDy and HD_, of the proposed algorithm and
MWST-T-K2 algorithm gradually decrease with increasing sample size, but the
HDo and HD-, of the proposed algorithm are smaller than those of the MWST-T-
K2 algorithm; The MWST-HC algorithm shows an upward and downward
fluctuation trend in HDy instability with increasing sample size, especially when
HDy does not decrease but increases at a sample size of 5000, indicating that the
algorithm is not stable enough; And the correct number of edges learned by the
algorithm proposed in this article is higher than that of the MWST-T-K2 algorithm
and MWST-HC algorithm, further verifying the effectiveness of the algorithm
proposed in this article.

5. Summary

A new DBN structure learning improvement algorithm is proposed, which
divides the black and white lists and gray lists based on the maximum information
coefficient ratio between variables on the basis of the cuckoo algorithm. At the
same time, a new bird's nest position update formula is designed and the velocity
matrix V is designed with rules. Then, a local dynamic optimization operator based
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on BIC is added to enable real-time dynamic optimization of the network structure,
further improving the accuracy of learning the network structure. Finally, the bird's
nest position is optimized through the BLDOO+CS algorithm.Experiments have
shown that in dynamic ASIA and dynamic MILDEW network data testing, the
proposed algorithm outperforms the MWST-HC algorithm and MWST-T-K2
algorithm in terms of HDy and HD ., learning more correct edges than its compared
algorithms. It has strong learning ability in terms of structural accuracy and
Hamming distance, providing a new research approach for constructing DBN
structures.
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