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A STUDY ON REVERSIBLE WATERMARKING USING THE
MULTI-LEVEL SCHEME FOR MOSAIC IMAGES

Razvan IORDACHE!?, Dinu COLTUC?

This paper proposes a multiple layer combinations reversible watermarking
scheme. We use a combination of predictors for calculating the new value of central
pixel, as you can see in this paper we use a circular predictor, a cross one and also
a square predictor, taking in consideration all the possibilities to mark the pixels.
Also, an advantage of our method is the one of splitting the image into more than
two sets of pixels, we create an advantage because we can cover better the image,
and use precise predictors in different situations (we cover all type of situations —
when we have shapes that must be recovered in decoding stage, but also when we
have flat images). In the end, our results are obtained for mosaic images, we had
this type of choice because using this type of test images we can do a division
between the three channels of colors and can compute our algorithm much more in
depth of details.

Keywords: reversible watermarking, multi-layer embedding, mosaic images,
Bayer color filter array

1. Introduction

In reversible watermarking the embedded data is extracted at decoding
stage and original image is recovered without any loss of information. Over time
increased attention was directed towards the methods based on difference
expansion or the ones based on histogram shifting, these being the most used.

The principle is to modify the pixels such that space is created for
embedding new bits of information. Space created is usually two times bigger
than the prediction error and is in fact a two times multiplication that assures that
the least significant bit of the prediction error is set to zero. Through history few
methods have been noticed among others. One of them is the median edge
detector (MED) of JPEG-LS [3]. This method has been used by [1, 2] and its
prediction context is formed with three pixels only, the right, lower and lower-
diagonal pixels near the central one that needs to be predicted. It has different
cases, if there is a vertical edge near the current location the lower vertical pixel is
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picked, if there is a horizontal edge the right pixels is selected or a linear
combination of the three pixels otherwise.

Another known predictor is the gradient-adjusted predictor (GAP), which
was used by [4]. It has better results than MED and it works on a local context
composed by 7 pixels, assuring a more precise prediction. There is one simplified
version, called SGAP, it provides similar results, but the reduced number of pixels
is transposed in lower cost. One of the most efficient method is the one proposed
by Sachnev [6]. In his method, the predictor computes the average on the rhombus
of the four pixels displayed around the central one, one of the advantages is that
his predictor is a noncausal predictor while MED, GAP are causal predictors and
therefore it uses all the information from the neighborhood around pixel, not only
a part like the causal predictors. Many tried to achieve the performance of
Sachnev’s predictor and a lot of new papers are inspired by his method [7-11].

In this paper, we try to improve the method proposed by Yang et al in
paper [12], where they use a Bayer Filter Mosaic (BFM). BFM is a color filter
array (CFA) for arranging RGB color filters on a square grid of photosensors. Its
particular arrangement of color filters is used in most single-chip digital image
sensors used in digital cameras, camcorders, and scanners to create a color image.
Our method uses a combination of predictors, using in the end all the pixels
around the one that is being marked. Using this type of combination, we can
utilize circular predictor (where all pixels are used), the cross (we only use the two
vertical and the two horizontal neighbors of central pixel) and square (the two
pairs of pixels positioned on the two diagonals that intersects the central pixel).

2. Proposed scheme

In the proposed scheme, we first split the images into the three levels of
colors, and we obtain one image for green channel of color, one for blue and
another for red. With these three images obtained we then start to mark all the
three images after the following algorithm — we consider four sets of pixels in
which we use three different predictors, for the first layer we use the circular

predictor - circ;;, which is the mean of other eight neighbors of central pixel x; ;:
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On the second layer, we insert information with the cross predictor -

cross;;, Which uses the four strong neighbors of the central pixel, two on vertical
and other two on horizontal, computing a mean of them:

xj_qqtx; +xia_qtx;
CTOSSEJ — Fi-1 [+1J4 ij-1 u+1, (2)
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In the following step, we insert information with the square predictor -

square;; Which is a combination of the other four neighbors of central pixel, the

ones from both diagonals, the predictor calculates their mean and the obtained
value is used to mark all the pixels from this set.:

S L I S R P L PSR (3)
r

square;; =

4
In the end, we conclude with the fourth layer where we use again the
circular predictor computer with (1).

In every layer, we calculate the error prediction - e, error which is the

difference between the original value of pixel x;; and the new estimated valued -
%;;, computed for every layer:
ey = Xy — Xy (4)
The value b can embed information between 0 and 1 bit, this value can be
recovered in the process of decoding. So, the watermarked pixel - x,, is computed
with the following relation:

X,;= x;+2- e;+ by, (5)

The inserted value of information it is correlated with the error prediction,
and to control the distortion a threshold T>0 is inserted. If the prediction error is
less than the threshold and no overflow or underflow is generated, the pixel is
transformed and the information is embedded. The histogram shift is used for
classifying the way of inserting information into the image. If the prediction error
is not situated between (—T, T) then we shift the histogram and store the location

where we have underflow/overflow in a location map:

xij +T, If eij =T (6)
{xw— (T — 1), if e; = -T

Xy
3. Proposed embedding scheme

Storing the location of the pixels that generate overflow/underflow will
decrease the capacity of the embedding. Every time when a pixel generates
overflow/underflow its location is stored in a location map. This will be helpful at
decoding stage, where we will process the marked imaged in the reverse order. In
the decoding stage, we have the location map as input argument and read the
image in reverse order. So, if in the marking process we start from the upper left
corner and modify the image, in the decoding stage we start from the lower right
corner of the image and unmark all the pixels, using the predictors in reverse
order also — circular first, square, cross and again circular.
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4. Experimental results

For this paper the images used were the ones from the KODIM (Kodak
images) data base, the selected images are presented below — Kodim03, KodimQ7,
Kodim08, Kodim11, Kodim22, Kodim23.

4

Fig. 1 — Test images used from Kodak set, in order Kodim03, Kodim07, Kodim08, Kodim11,
Kodim22, Kodim23

We will compare our work with the one form Yang et al papers, but also
for a more accurate exemplification we included also the method proposed by
Sachnev. First of all, the original image is divided into three other images, and for
all three methods we compute the enumerated algorithms.

Table 1
PSNR values for image Kodim03
Our Sachnev Yang
Max Mean Max Mean Max Mean
Blue channel 43.49 32.21 43.43 32.39 42.45 30.78
Red channel 43.53 31.90 43.46 32.16 42.84 31.94
Table 2
PSNR values for image KodimQ07
Our Sachnev Yang
Max Mean Max Mean Max Mean
Blue channel 43.09 32.35 43.12 33.60 42.36 31.43
Red channel 43.22 30.94 43.20 32.20 42.54 32.45
Table 3
PSNR values for image Kodim08
Our Sachnev Yang
Max Mean Max Mean Max Mean
Blue channel 39.25 26.88 39.29 27.43 42.61 28.35
Red channel 37.07 2551 37.13 26.84 39.44 28.51

Our method is represented with a blue line, Sachnev’s with green, and
Yang’s with red (as you can see in Fig. 2)..
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Fig. 2 — Results obtained for images Kodim03, Kodim07 and Kodim08. Blue line is representing
Multi-level scheme, green is for Sachnev and red is for Yang’s algorithm



PSNR

PN

178

Razvan lordache, Dinu Coltuc

PSNR/bpp - Kodim11,ong - Plan de albastru
; g o -

|
SMK
R

PSNR/bpp - Kedim22.png - Plan de albastru

T T T

bpp

PINA/0gg - Kodim@ ). prg - Phanul de akasiny
T

ul-
PSNR

PSNR/bpp - Kodim11.png - Plan de rosu
T T T

PSNR

T

PSNR/bpp - Kodim22,ong - Plan de rosu

T T T

T
—

YANG

Koo
ALk

|

PR

PENR/be0 - Nodie23 o0 -Plan de rose
T T

Fig. 3 — Results obtained for images Kodim11, Kodim22 and Kodim23. Blue line is representing
Multi-level scheme, green is for Sachnev and red is for Yang’s algorithm
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The Maximum and Median values for obtained PSNR shows that our
method is competitive on images with objects well defined, both channels were
marked with success and the method of inserting was more efficient than Yang’s
(we achieved a higher PSNR value, and the median values computed were in
front). On the other hand, for images very detailed with more objects superposed
or in images where many edges are implied our method is not so good as Yang’s
algorithm, but we are very close of Sachnev’s work, managing to obtain almost
the same value for Maximum PSNR. The method is close to Yang’s results as far
as we inserted 0.5 — 0.6 bits per pixel, after this value, Yang’s work it is gaining
advantage, on both channels red or blue. The results can be seen in the Fig. 3,
below this paragraph. Other results for test images are shown here and you can
see that again for images that have an amount of details (edges, shapes) our
method manages to stay close to other two methods (for 0.7-0.8 bits per pixel
inserted we have PSNR values close to others), and for other images Yang’s
algorithm is not so efficient, our work and Sachnev’s stay close one of each other,
but our method is slightly better. With this algorithm, we manage to top in all the
images Sachnev’s method, and in comparison with Yang’s algorithm in most
images we exceed their results, being better on blue and red channels.

Fig. 4 — Prediction error computer for our method, Sachnev’s method and Yang

Also, the prediction error obtained by us is better than the one used by
Yang et all in their paper, but both methods are surpassed by Sachnev’s prediction
error. The error prediction is computed from the mosaic image marked with all the
three methods. After we mark all the three channels (green, red, blue) we
recomputed the mosaic image and for a threshold T prediction error was
generated. As you can see for Kodim23 the results of all three methods are printed
below, with Sachnev in front, but with our method over Yang’s algorithm.

6. Conclusions

We tried with this paper to compete with other works in the field of the
reversible watermarking for mosaic images, and that is why one of the works that
was introduced for comparison is the one of Yang et al. We managed to
demonstrate that we can compete with his method, and also can surpass Sachnev’s
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robust algorithm. Our method is better than the other two ones because it uses
more than one predictor and that is why it is more adaptable on the test image, we
use all the pixels around the central one, and also we split the image into four
layers of pixels, so the problem is threated in very depth details. In future works
we want to try to improve this algorithm and to adapt it to the multi-bit reversible
watermarking, because we think that keeping this way of inserting information,
we can keep the error prediction high, and the PSNR can improve also.
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