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MAXIMUM ENTROPY THAI SENTENCE SEGMENTATION
COMBINED WITH THAI GRAMMAR RULES CORRECTION

Hongbin WANG?, Jianxiong WANG?, Qiang SHEN?, Yantuan XIAN*,
Yafei ZHANG®”

Sentence segmentation or sentence boundary detection is a basic task of
natural language processing research. In Thai language writing, the end of a
sentence is often simply represented by a “space” character. However, the “space”
character in Thai occurs not only at the end of a sentence but also in other
positions. In order to resolve the Thai sentence boundary detection, we propose a
maximum entropy Thai sentence segmentation method which integrates the
correction of Thai grammar rules. This method combines the syntax rules of Thai
sentence boundary recognition into the maximum entropy model which integrates
Thai context features and transforms the task of Thai sentence segmentation into the
problem of classifying Thai language “space” characters, so as to realize Thai
sentence segmentation. We experiment on the ORCHID 1997 Thai corpus, our
method's space-correct rate, false-break rate, and recall rate were 94.16%, 1.71%,
and 86.16%, respectively. The experimental results show that our method can
perform Thai sentence segmentation better than existing models.

Keywords: Thai language; Grammar rules; Context feature; Sentence boundary
detection; Maximum entropy.

1. Introduction

Sentence segmentation or sentence boundary detection is a basic task of
natural language processing research [1]. Most types of natural language
processing, such as machine translation, named entity recognition, sentence
similarity calculation, and rapid construction techniques of large corpora, require
language input or output as a sentence rather than an entire paragraph. The study
of sentence segmentation in natural language processing can be divided into two
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areas. One area is the detection of sentence boundaries for languages without
sentence ending identification or with weak sentence ending identification, such
as Uygur, Tibetan, and Thai. The other area is the elimination of the ambiguity of
sentence boundary detection for languages with sentence ending identification,
such as Chinese [2-4] and English [5]. The study of sentence segmentation or
sentence boundary detection is of equal importance to research in areas such as
word segmentation and part-of-speech tagging, and it can bring a great value to
the research on follow-up natural language processing.

Thai sentence segmentation research uses computers to automatically divide the
Thai language block, paragraph, or chapter into a collection of Thai sentences. In
Thai language writing, the “space” character is normally used to represent the
ending of a sentence, rather than using a punctuation mark, as in languages like
Chinese or English with clear sentence ending identification [6]. Thus, when
reading Thai language texts, the reader is often required to do sentence
segmentation according to the semantics. This feature has brought great
difficulties to machine intelligent sentence segmentation. Additionally, the
“space” character in Thai appears not only at the ending of the sentence, but also
in the other locations—for example, after Thai numerals or Arabic numerals and
between personal honorific words and personal names. Fig. 1 shows a partial
example of the location of the “space” character in Thai language. In Fig. 1, the
<space> string is a ‘“space” character, the red box is a “space” symbol in the
sentence, and the red ellipse is a “space” character at the ending of the sentence.

mslussansfimnanslkspace>]| adili 1 |<space> |
Tasimsidouasiamn|5idnunsaiind| uaz|ﬂauﬂjlma'ﬂ{$_]_:__)a{:§} |

sl Lulmsmasnininas] |3 16| ms]siean|lilesrenfinmaslk space>]| 32 [Kspace>|| |
<space | 20 |<space>||MHZ | <space>| glsmsl<5pace>|

Fig. 1. Positions of “space” Characters in Thai

Therefore, we can transform the segmentation of Thai sentences into the
problem of classifying the “space” character in Thai. The “space” characters in
Thai are divided into sentence break (sb) “space” character and non-sentence
break (nsb) “space” character. The natural language processing technology is used
in automatic sentence segmentation of Thai. It is of great significance to the study
of lexical analysis, syntactic analysis and machine translation of Thai.

The rest of this paper is organized as follows: Section 2 describes some of
the recent related works. Section 3 describes The Maximum Entropy
Classification Model. The detailed description of the proposed Maximum Entropy
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Thai sentence segmentation method combined with Thai grammar rule correction
has been made in Section 4. In Section 5, the results and discussions on the
dataset are given. Finally, conclusions are drawn in Section 6.

2. Related Works

The sentence segmentation research started with the early rule-based
research method, progressed to the research method based on statistics, and
developed to today’s research method combining the advantages of both rules and
statistics. For example, in 2006, Yu Zhong-hua and his colleagues put forward the
method for sentence boundary detection based on context morphological features
and teacher-assisted learning, which achieved good experimental performance in
the biomedical literature. However, this method relies largely on medical
professionals in the training process [7]. In 2007, Chen et al. treated ancient
Chinese sentence punctuation as a classification problem and put forward a
context-based n-gram model for ancient Chinese punctuation [8]. In 2009, Wang
et al. achieved a 96.48% F value in comprehensive experimental performance of
ancient Chinese sentence segmentation by using the cascading conditional random
field model; however, the applicable field of this model is limited [9]. In 2013,
Zhang Zhinan et al. proposed a high accuracy automatic sentence segmentation
method based on the combination of forced alignment technology and semi-
supervised learning method in the field of speech and achieved good experimental
performance [10]. In 2015, Chen Hong et al. selected the candidate sentence
segmentation node through statistical features in the online commodity comment
text, and then used logical regression to transform the segmentation of a long
product review sentence into the classification of the candidate sentence
segmentation nodes to achieve the segmentation of the long review sentences and
it achieved good experimental results [11].

In the study of Thai sentence segmentation, we can draw on some research
results of sentence segmentation for Uygur and Tibetan, which have language
characteristics similar to those of Thai. For example, in 2010, Ahsan et al.
combined with the characteristics of Uyghur context language and used the
maximum entropy model to study Uyghur sentence boundary detection; they
achieved a good sentence segmentation effect. They also conducted a further
performance optimization study based on Uyghur language rules [12,13]. In 2011,
Li et al. used the Tibetan boundary word list and the maximum entropy model to
conduct a Tibetan sentence boundary detection experiment combining maximum
entropy and rules [14]. In 2012, Cai et al. realized the task of sentence
segmentation of Tibetan texts by constructing special rules and Thesaurus related
to Tibetan sentence boundary, and then further identifying Tibetan sentences with
ambiguous sentence boundary by combining the maximum entropy classification
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model [15]. In 2013, Ma constructed a practical Tibetan sentence boundary rule
library by analyzing Tibetan grammar in detail and achieved an accuracy rate of
96.37% in Tibetan sentence boundary detection [16]. In 2013, Zhao et al.
considered the common phenomenon of the Tibetan auxiliary verb as the end of
sentences in the modern written Tibetan language, and then constructed the
Tibetan auxiliary verb sentence boundary library, Tibetan verb lexicon, and the
isomorphic heterogeneous constituent library, achieved excellent performance in
Tibetan sentence boundary detection [17]. In 2016, Uliniansyah et al. proposed an
Indonesian sentence segmentation method in the study of the Indonesian text-to-
speech system [18]. In 2016, Wanjari et al. achieved Marathi sentence boundary
detection by constructing Marathi language rules [19]. In 2017, Lengzhi et al.
realized Tibetan sentence boundary detection by using the statistical
characteristics of the parts of speech of the sentence ending words in Tibetan and
achieved a very good accuracy [20].

At present, there are relatively few research results on Thai sentence
segmentation. The research methods are mainly divided into rule-based and
statistic-based Thai sentence boundary detection methods. The rule-based
approach involves constructing rules by considering the linguistic phenomena of
the main verbs or conjunctions [21], as well as constructing rules through some
fixed Thai sentence-ending language phenomena and non-sentence-ending
language phenomena. The statistical method is mainly used to extract the
language features in the Thai corpus and to train the specific statistical model to
identify Thai sentence boundaries [22,23]. In 2002, Aroonmanakun achieved Thai
sentence segmentation with good results through the use of the British and Thai
parallel corpus [24]. However, the bilingual parallel corpus is difficult to
construct, and it requires bilingual linguistics experts to ensure that the structure
of the corpus is consistent. In 2010, Slayden et al. conducted feature-based Thai
sentence boundary detection using the Thai word feature in a study of large-scale
statistical machine translation systems [25], but they only achieved a certain effect
in a single field of the test corpus. In 2013, Tangsirirat et al. studied Thai sentence
boundary detection with Thai grammar rules [26], but they only used simple
category grammatical features in feature selection. In addition, the construction of
Thai grammar rules has relied on professional linguists, and the coverage of the
rules is limited. Increasing rules also bring the problems of rule conflict, rule
priority division, and slow identification.

Based on the analysis of Thai writing habits and sentence structure, this
paper proposes a maximum entropy Thai sentence segmentation method which
integrates the correction of Thai grammar rules according to the language
phenomenon of Thai sentences.

According to Thai language writing habits, sentence structure and the
language phenomenon of Thai sentences, we propose a maximum entropy Thai
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sentence segmentation method which integrates the correction of Thai grammar
rules. This method combines the Thai sentence boundary recognition syntax rules
into the maximum entropy model which integrates Thai context features, and
transforms the Thai language sentence segmentation task into the problem of
classifying Thai language “space” characters, so as to realize Thai sentence
segmentation. When the experiments were conducted on the ORCHID 1997 Thai
corpus, the space-correct rate, the false-break rate, and the recall rate were
94.16%, 1.71%, and 86.16% respectively, which is a good Thai sentence
segmentation result.

3. Maximum Entropy Classification Model

The maximum entropy classification model uses a unified framework to
count prior knowledge from different sources. It is a relatively mature
mathematical model and widely used in statistical classification problems. The
main idea is that it does not provide any subjective assumptions about the
unknown situation, and when it makes a prediction of the probability distribution
of a random event, the prediction should satisfy all known conditions. This
assures the fairest forecast and the most uniform probability distribution. In this
case, the entropy of the obtained model is maximized and can satisfy all the
constraints, so that the model is “the maximum entropy classification model,” as
shown in Formula (1). When the fitness of the model to the known data or the
fitness to the unknown data needs to be adjusted, it is only necessary to adjust the
constraint conditions flexibly, and the problem of smoothing the parameters in the
statistical model can be solved naturally.

1

max H (Y | X) p(x,y)log——— (1)
peP Z (y | X)

This model shows that for a given input set X, the probability of output

set Y is P(Y | X), then select the maximum probability p from the probability

set P. p(x,y) is the probability that the output is y when the input is x. In the

actual classification task, all the problem spaces can be represented by feature
engineering. Regardless of the complexity of the features described by feature
engineering, it is necessary to express the prior knowledge related to the
classification task. Each feature in the feature set corresponds to a constraint in the
model, and its mathematical essence is a binary function f,, the characteristic

function f,(x,y), f.(x,y) is used to describe the relationship between input x
and output y . It is defined as:

__ 1, ifxand y satisfy some conditions;
fi (X y) - {O, others. (2)
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where 1<i<k, and k is the number of feature rules in the feature rule set. Then,
a probability model that can maximize the entropy value is chosen from the
probability distribution models p e P that satisfy all the constraints. This model is

the final maximum entropy classification model, p is the probability of entropy
value maximum i.e.

p=argmaxH (p) 3)

4. Maximum Entropy Thai Sentence Segmentation Method combined
with Thai Grammar Rules Correction

Based on the Thai corpus, this paper analyzes the writing habits and
sentence structure of Thai. It is found that punctuation is rarely used in Thai texts
to break sentences, but only the “space” character is used to indicate the
separation in the text. It requires Thai people to judge whether the position of the
“space” character needs to break sentences based on semantics. That is to say, the
main problem of Thai sentence segmentation is to distinguish the type of “space”
character in Thai text. Therefore, we proposed a maximum entropy Thai sentence
segmentation method combined with Thai grammar rule correction. We train the
maximum entropy classification model by using the “space” character context
features in Thai corpus. Then, we use the constructed grammar rules related to
Thai sentence boundaries to optimize the maximum entropy classification results
and achieved Thai sentence segmentation. The detailed research ideas are shown
in Fig. 2.

test corpus

\/(\ Thai language rule base \
feature template Rule base A Rule base B <j

\

o ("space” denotes ("space" is not

features the ending space the ending space
extraction of the sentence) of the sentence)

training corpus ¢

A
N maximum r mogﬁli i
model training entropy ecrggultso
model \/vr\

the results of
Thai sentence
segmentation

the rules
correction

Fig. 2. Flow Chart of Thai language Sentence Segmentation
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4.1 Constructing the Thai Language Rule Base of Thai Sentence Boundaries

Thai is a special language that rarely uses explicit punctuation marks (such
as «.”, “?”, “I”) at the end of sentences, instead using the “space” character at the
ending of the sentence for separation of most sentences. The Royal College of
Thailand also defined some of the rules on use of “space” character in its Thai
language writing system research [6], dividing the “space” character into “space”
is the ending of sentence (sentence-break, sb) and “space” is not the ending of
sentence (non-sentence-break, nsb). We made a statistical analysis of the sentence
end combination and the “space” characters in Thai corpus, and identified many
special linguistic phenomena of Thai and the fixed Thai combination. So, after
summarizing these findings, we constructed the two types of “space” character
classification rules (Thai language rule base) that were useful for Thai sentence
boundary detection, we used “sh” label to indicate that the “space” character is the
ending of the sentence, and used “nsb” label to indicate that the “space” character
is not the ending of sentence. The Thai language rule bases are as follows:

Rule base A: the space at the end of sentence rules (sb is short for
sentence-break, sb denotes the “space” is the ending space of the sentence.)

(1) The “space” character follows the obvious punctuation at end of the
sentence, such as the “space” character follows “.”, “?”” and “!”’;

(2) The “space” character is located after the specific Thai vocabulary in
tbe interrogative sentence, such as the “space” character follows 115a, 11y, and
el

(3) The “space” character follows a specific Thai word in an affirmative
sentence, such as the “space” character follows g, 3%, Ay, @3, U, ug, 11 and
LnaY.

Rule base B: space not at the end of sentence rules (nsb is short for non-
sentence-break, nsb denotes the “space” is not the ending space of the sentence.)

(1) The “space” character follows the comma character, such as the
“space” character follows “,”;

(2) The “space” character before or after the quotes character, such as the
“space” character before or after (** or ““);

(3) The “space” character before or after the paired parentheses character,
such as “space” character before or after (());

(4) The “space” character before or after the Thai inherent overlap symbol
(1);

(5) The “space” character before or after mathematical symbols;

(6) The “space” character before or after Arabic numerals or time;

(7) The “space” character before or after Thai quantifiers (§nxauzuin);
(8) The “‘space” character after a small ellipsis in Thai (4);
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(9) The “space” character between Thai titles une (Mr.), uhe (Mrs.),
w1 (Miss) and names.

4.2 Maximum Entropy Modeling

Let us define B={sh,nsb} as the category set of each “space” character in
Thai and C={c,.c,,---,c,---,c,} as the set of contextual information around each

“space” character that can be observed in the Thai language training data set, and
Cis from Thai language rule base. The set of contextual features around the

“space” character is constructed through the binary function f;(b,c), with
f,(b,c) defined in Formula (2), where be B,ceC, 1< j<k. This paper mainly
studies three feature rules, so k is 3. The binary function f; is as follows:

When j =1,

__ | 1, if the preceding word of the space character is English(c) and b=rsb;
fl (b’ C) - { 0, others. (4)

This feature can help us learn the phenomenon that the “space” character
after English is usually a non-sentence ending “space” character (non-sentence
break space).

When j=2,

__ | 1, if the space character is preceded by a quantifier or a number(c) and b=nsb;
fi (b’ C) - {O, others. (5)

This feature learns that after Arabic numerals or quantifiers in Thai, there
is usually a non-sentence ending “space” character (non-sentence-break space).
When j =3,

__ | 1, if the space character is within a pair of punctuation characters(c) and b=nsp;
fi (b’ C) - {O, others. (6)

This feature helps to learn the “space” characters in pairs of punctuation
such as quotation marks or brackets, there is more likely to be a non-sentence
ending ““space” character (non-sentence-break space).

Then, the probability p(blc) that satisfies the condition of maximum
entropy can be expressed as follows:

1 k
p(blc)= Zl(c)eXp,Z;‘ﬂj f, (b,c) )

Z,(c)=2.exp 2 41, (b.c) ®)

Formula (8) is the normalization factor from Formula (7), and each
characteristic function f; corresponds to a weight value 4;. Therefore, the
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purpose of maximum entropy modeling is to find the model parameter weight 4
with the maximum entropy value in the probability model set satisfying all
constraints.

If there are k features, then the binary function corresponding to each
feature is f;, and the constraint of f; on probability p(b,c) can be expressed as
follows:

E,fj=E;f ©)
where E,f; is the expected value of the feature function f; when the probability
distribution is P, and E;f; represents the expected value of the empirical
probability of feature f; in the training sample. i.e.

E,f, =2 p(blc) f; (b.c) (10)

ceC

E, T, =Zf)(b|c) f;(b.c) (11)

ceC
Therefore, the meaning of Formula (9) is that when the probability
distribution p, the expected value of the feature should be consistent with the
expected value of the probability obtained from the training sample data. Then
according to Formula (9), a set of ; required by the maximum entropy model is

calculated by using the GIS (generalized iterative scaling) algorithm.
4.3 Tag Set and Feature Selection

In this paper, the tag set used for the “space” character in a Thai sentence
is a Thai tag set expanded on the basis of the ORCHID Thai part-of-speech tag
set. The main purpose of this is to use the classified tag set B of the “space”
character to replace the “space” tags in the original ORCHID tag set, as shown in
Fig. 3.

J s
il <spacer WU VA MUY w9 M 515 dwnsa Ul e <space>

N A Y

ppac | nsb|  newin DIBQ CNIT  RPRENCMNNCMN XVAM  VACT  XVAE sb
Fig. 3. Extended ORCHID Thai Tag Set

According to Thai language features, the context window selected by the
maximum entropy model in this paper is {l ;,1,,1 ,,r, 1,5, p,n}, where 1 ,, | ,,

and |, are the context tags of the three symbols to the left side of the “space”
character and r,, r,, and r, are the context tags of the three symbols to the right
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side of the “space” character. p is the distance between the current “space”

character and the previous “space” character, and n is the distance between the
current “space” character and the next “space” character.

The possible values for each of the context features in the context window
during feature extraction are shown in Table 1.

Table 1
Feature Description of the Context Window of Thai Space Characters
Context feature Thai feature description
YK Yamok overlapping symbols (%) in Thai
SP Space character (<space>)
NUM Thai or Arabic numerals
ASCII Non-Thai texts or ASCII symbol sequences
(Part of speech) ORCHID Thai Part-of-Speech tag set

The matching value of each context feature is based mainly on the first
match item in Table 1. To ensure that the last entered “space” character can
extract the context feature on the right; it is added to the beginning of the input at
the same time, as shown in the shaded part of Table 2.

Table 2
Composition of Thai Input Sequences

Type Content
sdayaildauia 6 in 339an Video Data Bus dvfizuia 8 fin

Original text “run 6-bit data on 8-bit video data bus”
Word <space>, ﬁaua,_ﬁ, "I, w1, <space>, 6, <space>, fiw, <space>, az, 39,
sequences 12, <space>, Video, fspace>, Data, <space>, Bus, <space>, 4iv, i, 2U14,
<space>, 8, <space>, iin, <space>
Tag sb, NCMN, PREL, VSTA, NCMN, nsh, DCNM, nsh, CMTR, nsh, XVVBM,
sequences VACT, RPRE, nsh, NCMN, nsb, NCMN, nsb, NCMN, nsb, JSBR, VSTA,

NCMN, nsb, DCNM, nsh, CMTR, sb

The tags used by the tag sequence in the table are the extended Orchid
Thai part-of-speech tag set. NCMN is the common noun tag, PREL is the relation
pronominal tag, VSTA is the state verb tag, DCNM is the cardinal qualifier tag,
CMTR is the measurement unit tag, XVBM is the front auxiliary verb tag, VACT
is the active verb tag, RPRE is the preposition tag, and JSBR is the subordinate
conjunction tag. The results of the extracted specific features are shown in Table
3.

Table 3
Contextual Features of Thai Space Characters
b c=1ls c=l- c=l1 c=n c=n C=r3 C=p c=n
nsh PREL VSTA NCMN NUM SP CMTR 4 1
nsh  NCMN SP NUM CMTR SP XVBM 1 1
nsh NUM SP CMTR XVBM VACT RPRE 1 3
nsh  XVBM VACT RPRE NCMN SP NCMN 3 1
nsh RPRE SP NCMN NCMN SP NCMN 1 1
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nsb NCMN SP NCMN NCMN SP JSBR 1 1
nsb NCMN SP NCMN JSBR VSTA NCMN 1 3
nsb JSBR VSTA NCMN NUM SP CMTR 3 1
nsb NCMN SP NUM CMTR SP NCMN 1 1
sb NUM SP CMTR NCMN PREL VSTA 1 4

5 Experiments and Analysis
5.1 Experimental Corpus

The experiment used the Orchid1997 corpus [27], which were developed
and constructed by the National Center for Computing Technology in Thailand.
There are more than 23,000 Thai sentences that have been accurately calibrated.
After the experimental corpus was preprocessed and manually calibrated again,
the Thai corpus was standardized and stored in paragraphs according to the
extended tag set in this paper, so as to obtain the Thai sentence segmentation
corpus needed for our experiment. In the experiment, the whole corpus was
divided into the training corpus and test corpus according to the proportion of 9:1,
as shown in Table 4.

Table 4
Corpus Data Set Composition
Type Number of paragraphs Number of sentences
Training corpus 8870 20927
Test corpus 986 2198
Total 9856 23125

5.2 Experimental Evaluation Index

The evaluation indexes are used in the Thai sentence segmentation
experiment, the recognition accuracy rate of the “space” character in Thai input
sequence is (space-correct), the recognition error rate of the “space” character at the

ending of sentence in Thai input sequence is (false-break) , and the recall rate of the
“space” character at the ending of sentence in Thai input sequence is (sb-recall).

We set variable name in the test corpus as:

(1) The total number of all spacesis T ;

(2) The sum of the correct identifications of the sentence-break spaces and
non-sentence-break spaces is TC ;

(3) The number of false identifications of sentence-break spaces is FSB ;

(4) The number of correct identifications of sentence-break spaces is TCB ;

(5) The total number of sentence-break spaces is TSB.

So, the specific definition of the evaluation index and the formula are as
follows:
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space-correct=TC/T (12)
false-break= FSB/T (13)
sb-recall =TCB/TSB (14)

5.3 Experiment and Analysis

For the Thai sentence segmentation, we compared the experimental
performance of three Thai sentence segmentation methods according to the
current research status of Thai sentence segmentation and thereby verified the
effectiveness of the method proposed in this paper. First, we used the n-gram
language model [8], which is commonly used in predicting letters, words, or
symbolic labels in natural language processing and continuous speech recognition.
This method is simple, practical, and easy to implement, and it was used as the
reference for the comparative experiment; we call this comparative experiment
method “Method 1”. In 2010, The Thai sentence segmentation method realized by
Slayden et al., used as a comparative experiment [25], we call this comparative
experiment method “Method 2”. In the specific experimental verification, we used
the Orchid1997 experimental corpus described in section 5.1. Nine-tenths of the
10.6-MB corpus—a total of 8870 paragraphs—was used as the model training
corpus. The remaining one-tenth was the model test corpus. The selected
comparison experiment methods are shown in Table 5.

Table 5
Contrast Experiment Settings of Thai Sentence Segmentation
Experimental method Experimental description
Method 1 Thai sentence segmentation method based on n-gram model ©!

Maximum entropy Thai sentence segmentation method
developed by Slayden et al. (2010) %%
Method 3 Our proposed method

Experiment 1: without using the Thai sentence boundary rule base
constructed in this paper, we use the maximum entropy classification model to
classify the “space” characters in the experimental corpus, and compare it (our
method, “Method 3”) with the simple n-gram model [8] (“Method 1”) and the
maximum entropy classification model based on context features [25] (“Method
2”). The experimental results of the models of each method on the Thai test
corpus are shown in Table 6 below:

Method 2

Table 6
Experimental Performance Comparison without Rule Correction

Method Space-correct (%) False-break (%) Sh-recall (%)
Method 1 85.43 11.39 62.47
Method 2 91.19 3.94 83.50
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Method 3 90.87 2.95 84.31

As can be seen from the experimental performance comparison of Table 6,
after analyzing the Thai language features in depth, the experimental performance
of Thai sentence segmentation by our method is slightly better than that those by
other methods in the same category due to its selection of larger feature windows
and more suitable context features. Therefore, we considered a combination of the
grammatical rule matching corrections related to Thai sentence boundaries based
on the statistical method to improve our method performance and domain
applicability in the Thai language sentence segmentation.

Experiment 2: the maximum entropy classification model is used to
classify the “space” characters in Thai test corpus. The regular expressions of two
kinds of Thai sentence boundary rules constructed in this paper are used to match
the type and context of the ‘“space” characters after the maximum entropy
classification, so as to correct the classification results of the maximum entropy
“space” characters in this paper. In the process of rule correction, first, the rule
base B was used to correct the sentence-break “space” characters of the maximum
entropy classification model, and rule base A was used to correct the non-
sentence-break “space” characters. The correction example is shown in Table 7.

Table 7
Rule Correction Process of Thai Space Character Classification
Process Content
The maximum (Tu,RPRE)|(da1a1l, NCMN)|(<space>,sb)|(2529, NCNM)|(<space>,n
entropy sb)|....|(<space>,nsb)|(1ael, RPRE)| (16, NCMN)|(Aaug, NCMN)|(¥5uu

classification 03,NCMN)|(<space>,nsb)|(‘L6, XVAM)|(30 09, VACT))|...|(Tu,XVAE
results of this paper )|(<space>,nsb)

(Tu,RPRE)|(Ua1811], NCMN)|(<space>,nsh)|(2529,NCNM)|(<space>,
Rule set B nsb)|....|(<space>,nsb)|(1me, RPRE)|(1& NCMN)|(Aeug, NCMN)| (55
correction un3,NCMN)|(<space>,nsh)|(16, XVAM)|(Aae9, VACT))...|(Tu,XVA
E)|(<space>,nsh)

(Tu,RPRE)|(Uaail,NCMN)|(<space>,nsh)|(2529, NCNM)|(<space>,

Rule set A nsb)|...|(<space>,nsb)|(1ae,RPRE)| (&, NCMN)|(aeug, NCMN)| (35
correction un3,NCMN)|(<space>,nsh)|(L6, XVAM)|(Rae9, VACT))...|(Zu,XVA
E)|(<space>,sh)

(Tu,RPRE)|(!a1&1], NCMN)|(<space>,nsh)|(2529, NCNM)|(<space>,
nsb)|...|(<space>,nsb)|(1a &, RPRE)|(16,NCM IV\I)|(ﬂm5,NCMl}l)|(’3"§3J
un3, NCMN)|(<space>,nsb)|(161, X VAM)|(A0619, VACT)|...|(du,XVA
E)|(<space>,sh)

Output

When the Thai sentence boundary rule base constructed in section 4.1 was
used, the maximum entropy “space” character classification result was corrected
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to realize the Thai sentence segmentation, and our method (“Method 3”) was
compared experimentally with “Method 1” and “Method 2”. The comparison
results of the experimental performance obtained from the Thai test corpus are
shown in Table 8.

Thai Sentence Segmentation Performance Comparison after Rule Correction revles
Method Space-correct (%) False-break (%) Sbh-recall (%)
Method 1 85.43 11.39 62.47
Method 2 91.19 3.94 83.50
Method 3 94.16 1.71 86.16

The results showed that the three methods used for the Thai sentence
segmentation task all achieved Thai sentence segmentation to varying degrees.
The simple n-gram model (“Method 1) was the least effective, with recognition
error rate being 11.39%. With the maximum entropy model based on context
features (“Method 2”), Thai sentence segmentation was greatly improved, and the
recognition error rate dropped to 3.94%. In addition, we choose the advantages of
comprehensive rules and statistical methods, and propose a method combining the
correction of Thai sentence boundary grammar rules and the maximum entropy
Thai sentence segmentation model based on context features (our method,
“Method 3”), so that the experimental effect of Thai sentence segmentation can be
better optimized. The error rate of Thai sentence ending “space” character
recognition is only 1.71%, and in the construction of Thai rules only for the Thai
language sentence boundary relative rules, it simplifies the construction work of a
large number of complex Thai grammar rules.

6. Conclusions

In this paper, we proposed a method for maximum entropy Thai sentence
segmentation combined with Thai grammar rules correction. Firstly, the task of
Thai sentence segmentation is analyzed. Secondly, the characteristics of Thai
grammar are analyzed, and according to the knowledge of Thai sentence boundary
recognition, the Thai grammar rule base is constructed. The method transformed
the Thai language sentence segmentation task into the problem of classifying Thai
language “‘space” characters, so as to realize Thai sentence segmentation. On
experimental verification our approach has shown a good performance in Thai
sentence segmentation on Orchid1997 corpus. The experimental results have
demonstrated the superiority by our method over the simple n-gram method and
the maximum entropy model based on context features. In the next work, we will
consider semantic content and use deep neural network to realize Thai sentence
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segmentation, in order to improve the accuracy and recall rate of sentence
segmentation.
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