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MULTIPLE HYPOTHESIS TESTING BY UNPAIRED 

SAMPLES FOR INDEXING CHANGEPOINTS IN A ROAD- 

INDUCED VIBRATION SIGNAL 

László Róbert HÁRI1 

Several methods have been developed for simulating non-stationary and non-

Gaussian processes in packaging vibration testing, encompassing unique methods 

for the segmentation of road vehicle vibrations. However, only a limited number of 

those consider spectral characteristics. Thus, the current paper introduces a novel 

segmentation algorithm conducted in the time-frequency domain. The spectral 

characteristics obtained by short-time Fourier transform are compared by multiple 

hypothesis tests to find changepoints in a wheeled vehicle vibration sample. 

Different post hoc procedures are introduced against the inflating Type I. error. 

Keywords: Multiple hypothesis testing, Segmentation, Spectrogram, post hoc 

procedures. 

1. Introduction 

Travelers [1], transported cargo and itself the vehicles [2] are subjected to 

road induced vibrations when travelling on rough pavements. A more systematic 

and theoretical analysis of possibly related topics is presented in [3], based on 

clustering of publications’ keywords. Road vehicle vibrations (RVV) are often 

characterized by power spectral density (PSD) functions, which is a wide-spread 

procedure in packaging vibration testing (PVT) according to standards like ISO, 

ISTA, ASTM or MIL-STD, as discussed in [4–6]. PSD profiles are usually 

averaged from longer time-history records from different journeys. The averaging 

process moderates the effect of sporadic shocks in the spectrum [7]. In addition, 

the inverse Fourier transform with uniformly distributed random phase yields a 

Gaussian distributed random signal, which is stationary with respect to time [8–

10]. However, stationary signals often contradict the real nature of RVV. It is 

shown that the non-Gaussian nature is caused by the non-stationarity of RVV [7]. 

Different approaches had been developed for non-stationary RVV simulations, 

which methods encompass changepoint detection. Changepoint detection has 

extensive literature [11], the frequently implemented approaches in PVT are 

introduced in the rest of the current section.  

 
1 Research assistant lecturer, Department of Logistics and Forwarding, University of Győr, 

Hungary, e-mail: hari.laszlo@sze.hu,  https://orcid.org/0000-0001-5280-7744 

mailto:hari.laszlo@sze.hu
https://orcid.org/0000-0001-5280-7744
https://orcid.org/0000-0001-5280-7744


18                                                          László Róbert Hári 

The simplest detection methods utilize one or more moving statistics, such 

as moving mean, -RMS, -crest factor (CF), or -kurtosis ( ) [12]. A conjunction of 

the RMS drop-off distance and the CF is presented in [13]. The Bayesian detector 

[14] can find homogenous sections separated by changepoints in the International 

roughness index (IRI)- and Rutting measurement series. An at-most-one-change 

(AMOC) algorithm finds the changes in level, variance, autocorrelation between 

successive measurements. The Split spectra method [7] partially alleviates the 

stationarity of PSD-based simulations. Its initial form separates recordings into 

lower- and higher amplitude events, each simulated by an average PSD profile. 

Probability split spectra is a variant of the latter method. The PSD level is 

accounted for each frequency, and different spectrum quantiles can be found, such 

as they “represent the probability that an encountered PSD level will be at or 

below the profile based on all data events recorded - Ref. 4” (ibid.). Filtering is 

utilized in [15] to separate the rigid-body motion from structural high-frequency 

bursts for the case of railcar vibrations. Wavelet decomposition of road roughness 

records is applied in [16]. Wavelet-based Gaussian decomposition [4,17] uses 

continuous wavelet transform (CWT) to decompose an RVV into Gaussian 

components by an iterative process. A Cumulative sum - bootstrapping algorithm 

is responsible for the segmentation of the instantaneous magnitude of RVV in 

[18]. Railcar vibrations are analyzed in [19], revealing the usefulness of intrinsic 

mode functions (IMF) in describing frequency-type non-stationarities in random 

signals. Machine learning classifiers are developed in [20] for detecting shocks 

buried in RVV using different classification methods. Several predictors are used 

by the classifiers, such as: moving RMS, - CF, -  , and DWT, HHT. Classifiers 

are assessed by Receiver operating characteristics and the specifically developed 

Pseudo-energy ratio/fall-out curve.  

Different event-detection methods had been presented so far; still, only a 

few investigate spectral characteristics. The current article introduces a 

segmentation method designed to find similar regions of the STFT based on 

significance levels. The method has its strength in relying on only two but 

conventional thresholds, such as the significance limit and the time resolution. 

2. Methods 

Investigation of the autocorrelation function (ACF) determines a limit 

above which the signal is considered independent from previous periods. The 

STFT uses this limit. One vector is a discrete Fourier transform (DFT) with 

elements kia ,  over the bandwidth 100,...,1,0=i  [Hz] at instants 600,...,2,1=k  [s]. 

The idea to highlight here is that kia ,  has individual distributions at any k . Note 

that this is not a spectral density but a probability density of the DFT amplitudes, 

similarly to Fig. 3. The logarithm (base 10) of the STFT serves as input for the 
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MHT procedures. Two sample t-tests (MHTt) and Wilcoxon rank sum tests 

(MHTW) assess the similarities among adjacent sections of log-STFT. Afterward, 

the Bonferroni and Holm-Bonferroni adjustments are introduced against the 

inflating Type I. error. Hypotheses considered truly significant post hoc yield the 

borders of segments. 

The RVV signal [21] is measured on a passenger car’s cockpit sampled 

with 1 kHz during a 10 min long journey. Its autocorrelation is investigated in 

Fig. 1., and a one second limit is assumed sufficiently long to ensure a quasi-

independent state of samples for the MHT. Thus, STFT in Fig. 2. is obtained with 

1 s long windows. Because the distribution of the original STFT is heavily skewed 

towards lower amplitudes, a logarithmic transformation is applied to the STFT, 

yielding a more symmetric representation of the amplitude histograms per second 

in Fig. 3. 

 

 
Fig. 1. Indication of the chosen limit of high autocorrelation at 999 lags; autocorrelation function 

of the signal (gray) and 90 % confidence interval (black). 

 

 
Fig. 2. Short-time Fourier transform of the 

vibration signal. 

 
Fig. 3. Histogram of amplitudes (DFT elements) 

in the first 50 s of log-STFT vectors. 

 

The STFT resulted in 600=K  sections, offering 599=J  comparisons per MHT. 

Despite the higher Nyquist frequency, the STFT are band-limited to the [0,100] 

Hz interval. Central tendencies are compared by the t- and rank sum tests to find 

similar segments among neighboring amplitude densities per second on the 
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preliminary significance level of 0 . The resulted series of p-values are compared 

to differently adjusted significance levels introduced in the   adjustment section. 

2.1. Two-sample t-test 

Statistical inference can be made about the null hypothesis of two samples 

having the same mean, using the two-sample t-test (also known as unpaired t-

 test). The alternative hypothesis formulates inequality among the means: 
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The two-sample t-test is a parametric test that compares location parameters of 

two independent samples. Assuming equal variances of populations, the test 

statistic under H0 has Student’s t-distribution with 2−+= yx nn  degrees of 

freedom, and the pooled standard deviation replaces the sample standard 

deviations. Assuming unequal variances of the two samples, the test statistic 

under the H0 has an approximate Student’s t-distribution with the number of 

degrees of freedom given by Satterthwaite’s approximation. This test is 

sometimes called Welch’s t’-test [22]. 

2.2. Wilcoxon rank sum test 

The Mann-Whitney U-test “is the nonparametric equivalent of the t-test 

for means” [23]. Albeit not the same procedure, the “Wilcoxon rank sum test is 

equivalent to the Mann-Whitney U test” [24]. This study is performed in 

MATLAB, which has dedicated command to the rank sum test. If t-test criteria 

cannot be entirely met, the nonparametric Wilcoxon rank sum test may be 

implemented to assess the null hypothesis that two samples belong to populations 

with equal medians. 

2.3. Multiple hypothesis testing 

This section investigates the assumptions of the t-test and formulates the 

MHT configuration. The Bartlett test of the null hypothesis assuming 

homoscedasticity returned a p-value of 0.00. That is, the log-STFT function does 

not have equal variances over time, which is not surprising. Still, two adjacent 

log-DFT vectors might have equal variances, which remains uninvestigated. This 

is done on purpose, as it is not suggested to automate the choice of test 

(parametric or nonparametric) based on the test of variances [25 p.298]. Also, 

there is not a consensus choosing a test in case of heteroscedasticity (ibid.). Since 
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already a log-transformation is introduced, the current paper stays at t-test, 

assuming equal variances. The Anderson-Darling tests of the log-DFT vectors 

showed normality 188 times; still, the t-test is robust to the assumption of 

normality [26]. Since the cause of outliers in the STFT is unknown and changes in 

spectral behavior is in scope, the paper proceeds with the two-sample t-test 

assuming equal variances. Ceteris paribus the Wilcoxon rank sum test is utilized 

in another MHT. The MHTs are formulated, as 
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for Jk ,...,1= , expressing the test of central tendencies (subsequently centers) 

among the 1, +kk -th vectors. Not rejecting 
)(

0
j

H  shows two consecutive DFT 

vectors having the same centers, hence an association among the vectors. 

Conversely, rejecting 
)(

0
j

H  in favor of 
)( j

AH  indicates neighboring vectors not 

having the same centers, thus a dissimilarity among them. In the case of a 

significant result, a new segment is initiated. Current MHT are deployed on 

10.00 =  preliminary significance limits. Although many tests are found 

significant preliminarily, not all of them may be considered truly significant due 

to  inflation resulting from simultaneous testing. 

 

 

 

Fig. 4. Least squares fitted line (dashed) to emphasize similarities between p-values from t-tests 

pt
(j)

 and rank sum tests pW
(j)

. 

2.4. α adjustment 

Type of decisions in a single hypothesis test are summarized in Table 1. 

The probability of committing false statistical inferences increases when more 
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than one hypotheses are simultaneously tested, as is the case in MHT. Utilizing 

the same Type I. error rate in an increasing number of comparisons will increase 

the probability of at least one Type I. error. 

 
Table 1 

The decision framework 

 Statistical inference 

H0 not rejected H0 rejected 

R
ea

l 

fa
ct

 H0 true True negative (1 − α) Type I. error (α) 

H0 false Type II. error (β) True positive (1 − β) 

Probabilities in parentheses. 

 

Adopting the same Type I. error level for m  tests, the familywise error rate is 

 

 m
fw )1(1 0 −−= , (3) 

 

also known as   inflation (Fig. 5.). Different   adjustment methods can be 

introduced as countermeasures to overcome the inflating likelihood of a Type I. 

error. The following sections discuss two of the possible methods, namely the 

Bonferroni and Holm-Bonferroni adjustments. 

 

 
Fig. 5. Type I. error inflation 

2.4.1. Bonferroni adjustment 

The Bonferroni method [27] is a simple technique that makes it possible to 

make several comparison statements while ensuring that an overall confidence 

coefficient is preserved. The significance level is divided by the number of 

hypotheses tests, and each p-value is compared to the new significance level  

 

 mB /0 = . (4) 
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The more hypotheses to be tested, the criterion gets more stringent and lowers the 

Type I. error per comparison, but also lowers the test's power. 

2.4.2. Holm-Bonferroni adjustment 

Holm adjustment [28] was subsequently proposed with less conservative 

character [29] and more power [30]. The method computes the significance levels 

HB  depending on the rank of p-value. A step-down procedure is performed 

according to the ascendingly ordered )(sp  value compared to successively 

increasing significance limits. The procedure similarly to [31] is as follows. The 

adjusted significance limit for the s -th hypothesis is 
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and )()1( ,..., mHH  are tested from the smallest to the largest p-values. The 

comparison stops at the first 
)(*)( s

HB
sp   and *)(sp  with subsequent hypotheses 

are directly declared non-significant, viz. let *s  be the minimal index, such that 
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all the hypotheses )1*()1( ,..., −sHH  are declared significant. 

 

 
 

Fig. 6. Bonferroni adjustment αB of the 

preliminary significance limit α0 beneath pt
(j) 

yielding SR significance region. 

 
 

Fig. 7. Holm-Bonferroni adjustment αHB of the 

preliminary significance limit α0 beneath pt
(s) 

yielding SR significance region. 
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3. Results 

The findings of current investigations are summarized as follows: 

a) MHTt and MHTW behave similarly (Fig. 4.), yielding similar but not identical 

p-values for hypotheses at the same locations. 

b) Given MHTt, the Bonferroni and Holm-Bonferroni post hoc procedures yield 

the same hypotheses significant in 
)( j

tp  and 
)(s

tp . Similarly,  

c) given MHTW, 
)( j

Wp  and 
)(s

Wp declares the same hypotheses significant. 

d) Post hoc currently, one difference is noticeable between MHTt and MHTW, 

observable between Fig. 11. b-c) at 8=j , thus between t = (7,8] and (8,9] s. 

e) Post hoc tests result in fewer segments compared to the preliminary tests. 

f) Frequency modulation does not affect the presented method, e.g., 100-300 s. 

g) Amplitude modulation affects the presented method, e.g., 593=j , thus 

between t = (592,593] and (593,594] s. 

4. Discussion 

This paper introduces variations on MHT procedures supplemented by 

post hoc tests to find segments in the spectrogram. Unfortunately, it is not allowed 

to make an optimal choice of tests in this paper because it would be a form of p-

hacking. Importantly, the methods provide the following contributions. 

a) The t-test assumes normality, the rank sum test requires symmetry in 

distributions. Despite the above-discussed assumptions assured to a certain 

extent, this is considered a good sign of the robustness of MHTt and MHTW, 

yielding preliminary only 15 differences. 

b) MHTt post hoc corrections do not yield different alternative hypotheses 

because the same p-values are in the different significance regions (Fig. 10.)  

c) which is similarly valid for MHTW per post hoc adjustments. 

d) The scattering in Fig. 4. presents that the MHTs do not yield the same p-value 

series, as expected. This scattering is also observable in the low p-value 

regions between pt
(8) and pW

(8). 

e) The moderated number of significant p-values post hoc is again an expected 

behavior since it is aimed to reduce the familywise error rate. A thought 

experiment in Fig. 10. shows the post hoc test’s behavior as a function of 

number p-values for 599 and 5990 instances. With an increasing number of 

tests, post hoc procedures yield stricter limits. 

f) It is not good observable from the data (Fig. 8.) but theoretically justifiable 

that the simple rearrangement of the elements in a log-DFT corresponding to, 

(e.g., at 34 s) would hold the same elements with different peak location. This 

should not yield a different amplitude distribution of the DFT vector. 
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g) Strong amplitude modulation occurring in the spectrogram can significantly 

manifest itself in the amplitude distribution of log-DFT elements (Fig. 9.), 

representing the algorithm’s capability to detect amplitude modulation. 
 

  
Fig. 8. The unpaired t-test between 34-35th log-DFT vectors showing a slight frequency 

modulation; STD (standard deviation), CI (confidence interval), SEM (standard error of the mean), 

SED (standard error of difference). 

 

  
Fig. 9. The unpaired t-test between 593-594th log-DFT vectors showing amplitude 

modulation, notations similarly to Fig. 8. 

 

 
Fig. 10. A thought experiment of traveling the same rounds resulting in the same p-values per laps, 

but the significance limits from the Bonferroni and Holm-Bonferroni procedures differ at every 

round, e.g., , 1 , 10B L B L   or 
( ) ( )

, 1 , 10
s s

HB L HB Lp p
 

 . 
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Albeit the current findings apply only to the given 10 min long 

measurement (which cannot be referred to as a representative sample of RVV 

worldwide) the approach demonstrates promising results. Nevertheless, the 

method allows declaring segment-borders by well-established hypothesis tests 

instead of a heuristic try-and-error weighting of parameters. 
 

 
 

 
 

 
 

Fig. 11. Result of segmentation projected on the STFT surface. Dashed vertical lines denote 

segment borders; a) t-test on the preliminary significance limit α0; b) t-test with Bonferroni 

adjustment; and c) rank sum test with Bonferroni adjustment. 

 

Central tendencies have been assessed here, but future works aim at using 

hypothesis tests accounting for the shape of STFT vectors. Kolmogorov-Smirnov 
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type tests seem a possible choice on this purpose. Other error-controlling methods 

may also constitute future studies. The presented method assesses information 

among neighboring DFT vectors. An improved variant can include a guard against 

drift by consecutive amplitude or frequency modulation in the STFT. 

6. Conclusions 

Segments within a spectrogram can be found, in-between homogenous to a 

specific criterion. Different spectrums might simulate homogenous segments in 

PVT. Only a few segmentation methods investigate spectral properties, 

considering the discipline of PVT. Nevertheless, the number of techniques using 

objective hypothesis test is alarmingly low. Thus, the current paper introduced 

Statistical Spectrogram Segmentation (3S), an algorithm capable of detecting 

amplitude modulation in the time-frequency domain of RVVs. The segmentation 

is achieved by two MHT procedures supplemented by post hoc corrections. 

Overall, four implemented variations show good agreements. Therefore, the idea 

of MHT for RVV segmentation accounting amplitude modulation shows a 

straightforward and objective solution.  
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