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MODIFIED FRAME-BASED RICHARDSON ITERATIVE METHOD AND
ITS CONVERGENCE ACCELERATION BY CHEBYSHEV
POLYNOMIALS
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Recently, there have been some developments regarding frame-based Richard-
son iteration and corresponding convergence acceleration by using Chebyshev polyno-
mials and their respective algorithms. To obtain better rate of convergence, we deal
with Richardson iteration with another preconditioner yielding the second power of ear-
lier convergence rate formed by the bounds of the given frame. Afterward, we conduct
Chebyshev acceleration on modified Richardson iteration to obtain a convergence rate
which is much smaller than both earlier Chebyshev iteration and the mew wversion of
Richardson iteration.
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1. Introduction and preliminaries
In this paper, we establish some iterative schemes to solve the operator equation

Lu=f, (1)

where L : H — H is a bounded, invertible and self-adjoint linear operator on a separable
Hilbert space H. These schemes give rise to some methods which are induced by Chebyshev
polynomials and they are based on frames. Recently, there have been major developments
in the field of frame-based numerical iterative methods for solving operator equation of the
form (1) which give rise to extraordinary convergence rates formed by bounds of the given
frame [7, 8, 9]. In [7], one can see the development of frame-based Richardson iteration and
corresponding convergence acceleration by using Chebyshev polynomials and their respective
algorithms. In this direction, we can still express other formulations and algorithms whose
convergence rate is explicitly the second power of that of already associated approaches [7].
To understand the privilege of the case, we point out the advantages of the discussions in each
section with respect to the similar earlier studies. These further productivities originates
from more efficient preconditioning of (1). If this is the case, a number of numerical iterative
approaches can be discussed.

Among all numerical iterative approaches for solving operator equation (1), stationary
Richardson iterative method plays an important role in numerical linear algebra since long
ago [1]. Along with other methods, it is also traditionally used for iteratively solving elliptic
partial differential equations [1]. The abstract procedure will be discussed in the following
subsection.
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1.1. Richardson Iteration

In general, the stationary Richardson iteration of the equation (1) is of the form
Ugtr1 = up +a(f —Lug), k=0,1,2,... (2)

where ug is an initial guess and a > 0 is a parameter to be chosen appropriately. One could
observe that better convergence could be obtained if a varied with k. By suitable choice
of the parameter a in (2), it is possible to improve the rate of convergence of the iteration.
Such process is called convergence acceleration [10].

Technically speaking, the way of obtaining this is with the aid of Chebyshev polyno-
mials. These polynomials have the important minimum property that makes them useful
for convergence acceleration. These polynomials are defined by

() = { cos(ncos~1(z)), lz| <1 3)
" cosh(ncosh ™ (z)) = 3 [(z+ V22 = 1)" + (z + V22— 1)™"], |z|>1 "~

which satisfy the following recurrence relations
co(x) =1, c(x) =2, cp(z) =2xch_1(x) — cp_a(x), Vn>2. (4)

In the first place, we state the following fact about these polynomials which will be used by
us later on.

e 2x—a—b
Lemma 1.1 ([4]). Given any constants a < b < 1, set P,(z) = % for z € [a,b)],
then

<
Jnax, | Po(2) |< Jnax, | Qn(z) |,

for all polynomials Q,, of degree n with the condition Q, (1) = 1. Furthermore,

1
max | Po(a) = — .
a<z<b Cn (a%a—b>
—a

Later in the third section, we express more applicable properties of these polynomials,
using which, we illustrate how they serve as convergence acceleration. For this purpose, to
take all the preliminary steps, we should deal with the basic notion of frames. The study of
this concept is given below.

1.2. Frames

To date, frames have introduced themselves as a standard mathematical framework in
applied mathematics, computer science, and engineering as a means to derive redundant, yet
stable decompositions of a signal for analysis or transmission [3]. Beside these remarkable
applications of frames, they can also be treated as a standard notion in numerical iterative
schemes for solving operator equations of the type (1). For more details, we refer the reader
to [2, 7, 8, 9].

In this section, following Casazza [3], we provide a brief review of the basics of frame
theory upon which the subsequent sections are based. Let us first define the notion of the
frame.

Definition 1.1. A family of vectors {f;}icr is a frame for the Hilbert space H if there are
constants 0 < A < B < oo so that for all f € H

AIFIPSY LB <BIFIP
il
A, B are called the lower (respectively, upper) frame bounds for the frame. If A = B this is
an A-tight frame.
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If {fi }icr is a frame for H with frame bounds A, B we define the analysis operator
T: H — ly(I) to be
T(f) = Z<fvfi>€i» VfeH,
iel
where {e; }ic; is the natural orthonormal basis of ¢2(I). The adjoint of the analysis operator
is the synthesis operator which is given by T%*(e;) = f; or

T ({ei }i) = Zcifia V{citier € L2(1).
i€l

To check this, for each f € H and {c¢;};cr, we see that

(T(f)Aciti) = <Z (f. fi) e {cz}z>

jel

=Y (1) (esi {eit)

JjeI
=Y (i fe =Y (fieify) = <f,2cjfj> :
Jel jel Jjel

The frame operator for the frame is S =TT : H — H given by
S(f)=T"T(f) =Y _{f.f:) fi-
iel
A direct calculation now yields
iel
So the frame operator is a positive, self-adjoint, and invertible operator on H. Moreover,

AI < S < BI,

where I denotes the identity operator on H. Thus, the family {S~!f;};cr is also a frame
for H called the canonical dual frame. In general, the following theorem holds true for
all frames.

Theorem 1.1 ([5]). Assume that {fi}icr is a frame for H and that L : H — H is a bounded
surjective operator. Then {Lf;};cr is also a frame for H.

We can reconstruct vectors in the space by the canonical dual frame as
F=8ST1f = (ST i) fi=D> (£,87 ) i
i€l iel

The same reasoning yields f = >",.; (f, fi) S~ fi.

2. Modified Richardson Iterative Method

This section is devoted to the study of the abstract modified Richardson iterative
method for solving the equation (1) by using a given frame {f;}ic; with frame bounds
A, B. The important point to note here is that the convergence rate obtained in frame-
based Richardson iterative method studied in [7] equals i_;g, while in modified version it

2
is squared as %) , which shows more efficiency of this version. To begin with, we state

the following lemma.
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Lemma 2.1. Let {f;}icr be a frame for H with frame operator S. Suppose that A, B are
the lower and upper bounds of the frame {Lf;}icr. Then

4 1 B-A\’
— — < [ == .
‘P A+B(I A+Bbﬂ>LﬂM_(A+B) (5)
Proof. First of all, we note that since L is self-adjoint, for each f € H the frame operator
S” of {Lf;}icr is obtained as follows.

S%}j@LMLﬁ}j@ﬁMLﬁL(E}Lﬁ@ﬁ)Lﬂm

i€l iel iel

Hence, S’ = LSL and thus for all v € H we have

2 e 2
<(I - A—i—BLSL) v,v> = ||v|l 118 (LSLv,v)

= Jlol* - (S"v,v)

2
+ B

2
< ol = = el

~ (G55 I

()i = (it

i = () ©

Therefore, by starting from left-hand side of (5) and applying (6), we see

4
HI— 1B (I A—I—BLSL) LSLH

Similarly, we can obtain

that yields altogether

4

LSL+ ———(LSL)?

At Ay g o)
2

2
= <I A+BLSL>

2 2< B— A\?
A+ B “\A4+B) "’

which completes the proof. O

I —

IN

I— LSL

Now, by using this lemma we can design the following iterative method based on
Richardson iteration.

Theorem 2.1. Let {f;}icr be a frame for H with frame operator S and let A, B be the
frame bounds of the frame {Lf;}ic;. Then for any initial guess ug to the solution of (1),
the sequence {uy} defined by

4 1
UkZU/k_l—'—m (I— A—|—BLSL> LS(f—LUk_1)7 (7)

2
converges to the exact solution u of equation (1) with convergence rate (i_;g) .
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Proof. By the definition of wug, it is obvious that

4 1
Uukuuk—lA+B<IA+BLSL)LS(fLuk_1)
=u-— Y . Y LS (f — Lug_1)
= Uk—1 A+B (A+B)2 Uk —1

4 4
=U— Ukp—-1 — (A+B — (A+B)2LSL> LSL(U—’U,}C,Q

= (I— AiBLSL—i— (A—fB)Q(LSL)2> (u—ug—_1)

92 2
- (I—A+BLSL> (u — tg_1).

Therefore
9 2 2
=l = | (7= 25252 (o) < 1= g8t -l
and the result follows from Lemma 2.1. O

In the sequel, we summarize this section with an algorithm which generates an approx-
imate solution to equation (1) with prescribed accuracy and based on Richardson iteration
of Theorem 2.1. For this, let {f;}ic; be a frame for H with frame operator S, let A, B be
the frame bounds of {Lf;}icr and let m be the lower bound of the linear operator L.

Algorithml [L m, €, A, B, S] = u,

(i): Let ag = A+B

(ii): k=0, up:=0

(iii): k:=k+1
(1) w = w1 + 55 (1= 5 LSL) LS (f = Luy )
(2) ax == (ag)* L1

(iv): If oy < € stop and set ue := uy, if else Go to (iii).

3. Convergence Acceleration by Using Chebyshev Polynomials

By the setting of previous section, we conduct here the discussion of convergence

acceleration. In fact With the aid of Chebyshev polynomials the following convergence rate
A2+ B2—\/2AB

will be obtained + —=Z— where 0 = VAT BT vVoAE
To begin with the discussion, let h,, = Y }'_, an, us be a polynomial such that >°;'_; an, =1,
where {ug }ren is as in Theorem 2.1. Note that if uy = ug = ... = u,, = u, then the condition

> p—q Gn, = 1 implies h,, = u. Therefore, based on the proof of Theorem 2.1, we obtain

S DN UEY
> (1- jBLSL)”xu_uO).

By setting R = ( AiBLSL> and Qn(x) = > 1_; an,z", one sees

U= by = an, R (u— ug) = Qu(R)(u — uo). (8)
k=1
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On the one hand, Lemma 2.1 implies that the spectrum of R is a subset of the interval
2
[—a, a] where o = (g—::) . On the other hand, since L is an invertible and self-adjoint

operator, and also S is positive definite, then LSL is a positive definite operator. Hence, in
view of (8) the spectral theorem follows altogether

=Pl < 1@n (B[l = uoll < max | Qu() | |lu = uo]l (9)

In order to minimize the error vector ||u — hy||, we have to find

min max () |, 10
QneQnMSa\Q()\ (10)
where Q,, := {Q(z) : deg@ = n, Q(1) = 1}. By Lemma 1.1, this minimization problem
can be solved in terms of the Chebyshev polynomials. To this end, we first set a = —« and

b=« in Lemma 1.1, to obtain

2x+a—«
o (B552) e
Po(x) = re ) ool

CW(M) cn (1)

a+ta

(11)

which solves (10).

Proposition 3.1. The polynomial h,, satisfies the following recurrence relation.

4 1
hn - ﬁn |:h,n_1 - hn_Q + m (I - MLSL) LS (f - Lhn_l):| + hn_g,

_ %07172(é)
where B, = ()

o

Proof. Repeated combination of (11) with the relation (4), for n > 2, gives
1 2
o (3Pt = en () = o () s ()
o o a o o
2z 1 1
= [ 2) Poi(@) = ena [ =) Paia(a).
aC 1 (a> 1(%) C 2(a> Q(CC)

Replacing = by R, and by applying the resulting operator identity on (u—ug), we get

Cn (1) Po(R)(u — up) z%cﬂ_l (;) Py1(R)(u — u)

e (;) Poo(R) (1 — o).

Since P, (z) is the solution of minimization problem (10), by virtue of (8) one recovers
above equation as

. <;) (= hy) = %Cn_l <;) Rt~ 1) — s <;) (1= hy_s).

2
Writing R = (I — ﬁQBLSL) , above relation induces

(D)o (D)= 2o (2) (1= ) s
— Cp—2 (;) (u = hy—2),
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or equivalently,

Cn <1> U — Cp <1> hy = gCn—l (1> u+ gCn—l (1> [_hn—l
[0 [0 « [0 o [0
4 4 9
—(A+3“L—M+Bp@“4>

(= By 1)] — Cn_s (;) Ut Cnes (;) s,

Repeated application of the relation (4), for n > 2, leads to

1\, 2 1 4 4 )
o (P 2o (2 (s (gt by

(= B 1)) — cn_s (;) s,

Therefore,
p <2t [ (4 A sp?) =)
"Tatw( [ \As BT (A BP B
cn72(l)
— X Ao, 12
(D) 1 .
On the other hand, by (4) we have 1 —§,, =1 — %CC (1(;;) =— CZ*(Q(L;) In this case, we can

rewrite (12) as

4 4
hn = Bn |:hn1 + (MLSL - M(LSL)Q) (U - hnl):| + (1 - ﬂn)hnf%

or equivalently,

4 4 9
which yields the following as we desired
4 1
as we desired. O

To continue, we consider the following auxiliary lemma.

en (L
Lemma 3.1. If 5, = L(”‘), then the following relation holds

en ()
2 71
ﬁn = <1 - a4/8n—1) .

Proof. By the recursive formula (12), we have

e () - (=) )
(st -smm) -(-sasg)

and, via the definition of §,_1, this is precisely the assertion of the lemma. O

-1 —1

—1
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Therefore, based on above lemma, we can establish an algorithm for approximately
solving operator equation (1). For this, let {f;}icr be a frame for H with frame operator S
and let A, B be the bounds of the frame {Lf;}icr.

Algorithm?2 [L,e, f, S, A, B,m| — u,

2
). B—A VAZIB?—/2AB
(i): put « (B+A) o LIy VL

set ho =0, by = i (I = ooy ) LSS i =2, n =1
(ii): While H‘;% Hf;” > €, Do
(1): n=n+1
(2): Bn= (1= Bua)”
(3): = B (hn1 = b2+ 55 (1 = e LSL) LS(f = Lha1)) + b2
(7ii): ue := hy,.

3.1. Convergence Analysis

We verify, here, the convergence of the above algorithm. To this end, we consider the
following theorem.

Theorem 3.1. If u is the exact solution of the equation (1), then the approximate solution
h, satisfies
20" || £

1+o02" m
where m is the lower bound of L. Also, the output u. of Algorithm?2 satisfies ||u — u|| < e.

[ = hall <

)

Proof. Combining Lemma 1.1 with relation (9), and by taking ug = hg = 0, we obtain
1 L[/l

L el <
e (3) e (3) T en(g) mo

On the other hand, by (3) and by binomial expansion we have

. (;)=6n((§i:2>2)

[ — hn| < [l — uo| = (13)

A
(=
2 4
G A G) -
1 <(B+A) N 8ABA2+BQ>
2 \(B-4)? (B—A)*
2 2 2y\
()
- % [((3_1,4)2 ((B+A)2 + /SAB(A? +BQ))>n

+ <(B_1A)2 ((B+ )+ VBAB(A7 + B2)>> n]
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1 1 "
= |(—— (A2 4+ B2+ 24B +2V2AB\/ A2 + B2
2 [(B2+A22AB( HET AR + )>

1 —n
— — (A’+ B?>+24B+2V2AB+\/ A2 + B2
+(B2+A2—2AB( tET AR + ))

_

n

1 A? + B? + 2AB + 2V2ABVA? + B2
2 (\/BQ T AT \/2AB> (\/BQ TAT 4 \/QAB>
A%? + B2+ 2AB + 2v/2ABVA? + B2
(¢32 v \/QAB) (\/32 TAZ 4+ \/2AB)
2 n
! (VAT+ B2+ V24B)
2 (\/BQ TAT \/2AB> (\/BQ TAZ 4+ \/QAB>
2 —n
(\/A2 + B2+ \/QAB)
(¢B2 v \/2AB) (\/32 i \/2AB)
1| (VETB+VAB\ | (VAT B+ V2AB\
-2 |\ VAZ+ B? - V24B VA2 + B2 - \/2AB

L1 )\ _Lto™
= — _— o =
2\ on 201 ’

where o = ﬁ—m V;ﬁg. This equality together with (13) yields the last statement of the

theorem |lu — u|| < e. O

4. Conclusions

We introduced and studied a new class of iterative methods derived by frame theory
for solving operator equation Lu = f where L is a bounded, invertible and self-adjoint linear
operator on a separable Hilbert space H. These methods give rise to two special convergence

2
B—A
A+B ) 7

where A, B are lower and upper bounds of given frame, and equals the second power of that
of Richardson iteration introduced in [7]. The second one, derived by Chebyshev acceleration
on modified Richardson iteration, has the following rate of convergence

20"

14027’

rates. The first one, deduced from modified Richardson iterative method, is as a = (

VA24+B2—2AB
VA2+B2+V2AB’

type in [7] has the same formula as in (4), but for o we observe that o =

Note that, this quantity in associated Chebyshev acceleration

VB+VA
. . . Bi A-.
this, we conclude here much faster convergence rate. Subsequently in this area, since for
n . . .
any n > 1 we have lf’w < «'™, thus an accelerated rate of convergence in comparison with

that of modified Richardson iterative method is achieved.

where o =

From
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