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ENSEMBLE MODELS FOR MULTIMODAL SENTIMENT
ANALYSIS USING TEXTUAL AND IMAGE FUSION

Radu-Daniel BOLCAS!?, Mihai CIUC?, Eduard-Cristian POPOVICI®

Sentiment analysis is an evolving field attracting significant research interest.
Multimodal sentiment analysis (MSA) integrates various data forms, like text for
emotion recognition and images for facial emotion recognition (FER), to process
diverse input modalities. This paper introduces ImaText, a novel dataset for emotion
recognition combining text and images from DailyDialog and FER2013. By
leveraging these datasets, the study aims to improve model accuracy and robustness
against noise and missing data. The proposed multimodal model and dataset provide
a fresh perspective on classifying text and image data simultaneously.
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1. Introduction

Sentiment analysis is an evolving field that has won the attention of many
researchers. It is a complex task which spans on multiple categories. There is the
psychological aspect and also the technical aspect. Depending on which form the
emotions are presented a new category can be taken in consideration. In this paper
the main two forms of emotions recognition will be facial emotion recognition
(FER) and text emotion recognition.

From a psychological perspective, the research conducted by Ekman and
Friesen has significantly influenced the development of sentiment models [1]. In
their 1971 study, Ekman and Friesen identified a limited set of basic emotions
consistently expressed across various cultures and societies. These emotions
include anger, happiness, disgust, surprise, sadness, and fear.

From a technical perspective, convolutional neural networks (CNNs) have
shown considerable promise in achieving strong results in models using image and
text. Consequently, most current research utilizes CNNs. Despite their excellent
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performance, the training process is time-intensive, requiring large datasets and
numerous layers and neurons to effectively extract information from the data.

This paper introduces a fresh perspective on emotion recognition through
the utilization of a multimodal deep learning strategy to augment performance.
While multimodal learning is not entirely novel, its application in sentiment
analysis has recently captured the attention of researchers. Multimodal sentiment
analysis (MSA) entails incorporating various forms of data, including images, text,
audio, or video, to process multiple modalities of input or output. Through the
integration of diverse modalities, the model's capabilities can be significantly
enriched.

In one paper, Nawaz et al. [2] combined an image model extracted from
Navigator-Teacher Scrutinizer Network (NTS-Net) [3] and a model obtained
through Bidirectional Encoder Representations from Transformers (BERT) [4]
which is a Large Language Model (LLM) to recognize birds on the Caltech-UCSD
Birds (CUB-200-2011) dataset [5]. The image model achieved an accuracy of
87.50%, while the text model obtained 65% accuracy. Upon combining both, the
authors achieved an improved accuracy of 96.81% by bringing the multiple
information sources together.

In the context of multimodal learning, the process begins by setting up or
developing a model for each modality. Subsequently, the focus shifts to determining
the most effective approach for integrating these diverse modalities. Existing
literature commonly outlines two fusion levels: feature level, often termed early
fusion, and decision level, also known as late fusion.

In another study conducted by Gallo et al. [6], multimodal learning was
applied to classify the UPMC Food-101 dataset [7], which comprises images and
text descriptions of foods. Employing BERT [8] and CNNs, they explored various
multimodal strategies. Through a fusion of BERT and Long short-term memory
(LSTM) for the text component and an InceptionV3 based model for images [9],
they achieved promising outcomes using an early fusion approach.

A study conducted by Liu et al. [10], presents an ensemble approach to MSA
by employing pretrained models on textual by using BERT and ChatGPT-2 [11]
and video data using ResNet [12] and VGG [13]. The study demonstrates that
combining these modalities enhances the accuracy and reliability of sentiment
predictions. The ensemble models show improved versatility and precision in
emotion recognition tasks, highlighting the effectiveness of multimodal data fusion
in sentiment analysis.

In a paper by Pereira et al., multimodal emotion recognition is integrated
with conversational agents to enhance human-computer interaction [14]. The study
combines text, voice, and vision data to develop an empathetic conversational agent
capable of understanding and responding to human emotions. The research
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emphasizes the advantages of using multiple modalities to improve the performance
and empathy of conversational agents.

In another study a different approach was used by Tzirakis et al. [15], where
they propose an advanced emotion recognition system that utilizes a CNN for
auditory features and a 50-layer deep residual network for visual features, combined
with a LSTM network to model context and handle outliers, achieving good
performance on the RECOLA dataset [16].

This paper presents a novel approach to multimodal sentiment analysis by
merging two distinct datasets: DailyDialog [17], which contains text data, and
FER2013 [18], which includes image data. The resulting dataset, named ImaText,
is combined with a multimodal model that achieves an accuracy of 70.19% on this
newly created database. To the best of the authors' knowledge, ImaText is the first
multimodal dataset designed specifically for sentiment analysis that includes only
text and images.

2. Datasets and data preprocessing

For multimodal learning, it is essential to have a dataset encompassing
various modalities of input or output. Most existing datasets include video (both
image and speech) and perform various operations on these to create Multimodal
Sentiment Analysis (MSA) based on video and the human voice, which can convey
information through tone, vocal inflections, and other features. The requirement for
a large amount of data for training necessitates the use of powerful hardware and
high-end dedicated graphical chips. Simple datasets containing only images and
text are scarce to non-existent.

This paper proposes a fusion between two datasets, one containing emotion
labelled text and a second one containing labelled images of facial emotions. The
resulting database consists of a CSV file and also a directory structure in which the
images are located.

DailyDialog [17] is a text dataset that comprises 13,118 dialogues, divided
into a training set of 11,118 dialogues, and validation and test sets each containing
1,000 dialogues. On average, each dialogue features approximately 8 speaker turns,
with around 15 tokens per turn. The DailyDialog dataset includes: anger, disgust,
fear, happiness, sadness, surprise, and neutral. Each sentence is labelled with an
emotion regardless of the speaker or dialogue.

FER2013 [18] is the second dataset used for facial emotion recognition
(FER), and consists of 35,888 images depicting seven distinct emotions: anger,
neutral, disgust, fear, happiness, sadness, and surprise. These images are originally
categorized into three subsets: training, validation, and testing.

The pre-processing steps were as follows: First, the DailyDialog dataset was
read, and each sentence along with its corresponding emotion was extracted.
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Neutral emotions, which constituted 83% of all sentences, were removed as they
introduced significant bias. This resulted in 17,407 texts distributed as follows:
1,022 “angry”, 353 “disgust”, 174 “fear”, 12,885 “happy”, 1,150 “sad”, and 1,823
“surprise”. Next, the data was augmented using two strategies: synonym
replacement and random word swapping within sentences. These augmentation
strategies increased the total number of entries to 90,332, with the following
distribution: 5,313 “angry”, 1,899 “disgust”, 950 “fear”, 66,410 “happy”, 6,357
“sad”, and 9,403 “surprise”. The two databases were merged based on labels, and
slight modifications to the labels in the DailyDialog dataset were necessary to
match FER2013 such as “sad” and “sadness”. Corresponding image names were
then assigned, to all text emotions until all images or texts were parsed, and the
remaining entries were discarded. The resulting dataset comprised 25,780 entries
across six emotions and was saved for the multimodal learning. The final
distributions is 4,865 “angry”, 555 “disgust”, 1,255 “fear”, 8,910 “happy”, 6,190
“sad”, and 4,005 “surprise” and the data is split using train_test split. The newly
created dataset named ImaText, consists of a CSV file that includes image names,
sentences, and their corresponding labels as it can be seen in Table 1. As stated
above, it has a second component resembling the FER2013 directory structure,
which contains the actual images.

Table 1
ImaText Dataset

Image Path Text Emotion
Training_67023235.jpg the Kkitchen stinks disgust
Training_33607647.jpg oh let us come in and enjoy yourself happy
Training_38060810.jpg that is unfair mom sad
Training_15431320.jpg i m very well thank you and you ? happy
Training_31752247.jpg  what wrong with that ? cigarette is the thing ... angry

This new dataset ImaText was created by aggregating two existing
databases in an innovative way. Consequently, the reported accuracy may differ
from that found in the literature of each individual data collection.

3. Architectures and proposed model

The objective of this paper is to explore the development of an effective
emotion recognition model using multimodal learning, with experiments tailored to
this new dataset. Initially, the process involves reading the defined database,
followed by loading and normalizing the text data and image values.

The chosen architecture is a CNN, suitable for both text and images. For the
text model, a tokenizer maps words and their occurrences to indexes, followed by
padding to the maximum text length. The data is then split into images, texts, and
labels, as well as into training and testing sets.
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The text model begins with an “input” layer necessary for setting the text
tensor in the multimodal later on. Typically, in simpler models, this layer is not
required as data is implicitly set in the “fit” method of the model. Following this,
an “embedding” layer converts tokens into continuous data representations,
enabling feature extraction in subsequent layers.

The subsequent layers consist of a block that includes a one-dimensional
convolutional layer, an activation function using ReLU, and a dropout layer. The
convolutional layer extracts features, while the activation function introduces non-
linearity. Without non-linearity, the model would revert to a linear regression
model, limiting its ability to perform complex tasks. The dropout layer helps
prevent overfitting by randomly dropping neurons with a certain probability,
ensuring that each neuron is less likely to overfit to the data. This block of
convolutional, activation, and dropout layers is repeated four times, followed by a
max pooling layer that reduces the feature map size while retaining the most
significant features. A flatten layer then reshapes the spatial features into a one-
dimensional vector, preparing it for the subsequent fully connected dense layer,
which classifies the data into six classes. The structures of the text model as well as
the parameters of the layers are illustrated in Fig. 1.
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Fig. 1. The text component of the multimodal model
The image model begins with an “input” layer similar to the text model for

the same idea. It’s useful to define to be able to set the image tensor to the model
as “layers are recursively composable: If you assign a Layer instance as an attribute
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of another Layer, the outer layer will start tracking the weights created by the inner
layer” [19].

The subsequent layers include a block composed of a two-dimensional
convolutional layer followed by a max pooling layer. The convolutional layer
extracts features from the normalized images, while the pooling layer reduces and
compresses the data from the convolutional layer. This block is repeated three
times. A flatten layer at the end restructures the data, preparing it for the fully
connected dense layer, which classifies the emotions. These layers combinations
have proven effective in literature, as demonstrated by Khaireddin and Chen [20],
who used a similar block with two convolutional layers followed by pooling,
achieving good accuracy on the FER2013 dataset. Their model includes an
additional convolutional layer compared to the image model presented in this paper.
Another distinction is in the selection of fully connected layers at the end of the
network; their model proposes three layers, whereas this paper suggests a single
layer. The complete architecture as well as the parameters used can be seen in Fig.
2.
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Fig. 2. The image component of the multimodal model

To develop a multimodal model, the individually created text and image
models need to be integrated. This is accomplished by a “concatenate” layer that
merges the outputs of the two models, forming a unified output within a single
model. Subsequently, two fully connected layers are added, with the final layer
consisting of six classes, each representing a category of emotion. The activation
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function used is RELU, except for the last layer, where Softmax provides better
performance. The final model structure can be seen in Fig. 3.
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Fig. 3. The proposed multimodal
4. Results and Analysis

An initial approach involved incorporating high-performing image models
into a multimodal framework, but this did not lead to improved performance. In one
experiment, incorporating the image model created by Khaireddin and Chen [20]
not only failed to enhance performance but proved incompatible with the dataset
and the multimodal approach; thus resulting in fast overfitting and the loss function
returning NAN (Not A Number). This typically occurs when training doesn't
converge, leading the cost to explode to infinity, or when an invalid operation, such
as divide-by-zero or taking the log of zero, is performed during the processing of
the cost or activation function. Since log of zero is negative infinity, when training
amodel a highly skewed output distribution can be calculated as a result. To address
this, adding a small number like 1e-8 to the output probability could help prevent
this issue. Another possible cause could be a high learning rate; however, since the
Adam optimizer, an adaptive algorithm, was used, this is unlikely the issue. As this
approach began to exhibit a poor performance and errors becoming more frequent,
the decision to conclude the research for the Khaireddin and Chen model was taken.
It was decided to transition to the proposed image model.

The proposed multimodal model performed well on the dataset created.
Various experiments were conducted during which the model underwent
adaptations and improvements, including testing different optimizers and
performing hyperparameter tuning. The multimodal was trained using early-level
fusion, combining raw data or features from different modalities at the initial stages,
and achieved a peak validation accuracy of 70.19% as illustrated in Fig. 4, while
the loss graph is presented in Fig. 5.
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Fig. 4. Accuracy of proposed model

The optimizers considered were Adam, RMSprop, Adagrad, and Stochastic
Gradient Descent (SGD). Among these, Adam consistently delivered the best
performance in conjunction with other parameters. The model, trained with both
image and text data, showed slight overfitting beginning at 15 epochs, which
became pronounced by 25 epochs. The optimal performance was observed at

around 25 epochs.
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Fig. 5. Loss of proposed model

An interesting observation was noted in the precision, recall, and F1 metrics,
as shown in Table 2. Due to class imbalance, the model disregarded the "fear" and
"disgust" emotions.
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Table 2
Emotion Recognition Multimodal Metrics
Emotion Precision Recall F1 Support
angry 0.55 0.71 0.62 973
disgust 0.50 0.01 0.02 111
fear 0.20 0.00 0.01 251
happy 0.88 0.80 0.84 1782
sad 0.63 0.65 0.64 1238
surprise 0.70 0.87 0.77 801
accuracy 0.70 5156
macro-average 0.58 0.51 0.48 5156
weighted 0.69 0.70 0.68 5156
average

As those emotions consist less than 5% of all the values, the model
performed as expected by ignoring them. The better approach to improve the
recognition of those emotions is to provide better augmentation of these two
specific classes or combining the dataset with a third one to balance the classes with
fewer entries. The weighted average is 69% for precision and 70% for recall, and

the F1 score is 68%.

The confusion matrix displayed in Fig. 6, reveals several more insights into

the performance of the multimodal emotion recognition model.
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The model exhibits strong accuracy in predicting "happy" and "surprise"
emotions, as evidenced by the high number of correct predictions (1429 for "happy"
and 695 for "surprise"). However, the model struggles with "fear" and "disgust,"
often misclassifying these emotions or not recognizing them at all, which aligns
with the earlier observation of class imbalance. For instance, "fear" is frequently
misclassified as "happy" or "sad,” and "disgust" is often misidentified as "angry" or
"sad.” To address this issue, future efforts might focus on augmenting data for these
underrepresented classes or incorporating additional datasets to balance the entries,
thereby improving overall model performance and ensuring a more accurate and
robust emotion classification.

Multimodal models offer a comprehensive understanding of content by
integrating diverse data types, enabling them to clarify ambiguous contexts through
multiple sources. Leveraging complementary information from various data types,
multimodals often achieve higher accuracy and demonstrate resilience to noise and
missing data.

In this paper, the researchers propose a new dataset and a novel multimodal
model. In the created dataset the text information can be enhanced by image features
and thus even if there are scenarios where one modality is missing, corrupted or
ambiguous, the model can still make reliable predictions by drawing on other
modality.

The state of the art of the DailyDialog classification models hovers around
59% [21] while the FER2013 database is around 70% +/- 5% [20,22].

The proposed model achieved 70.19% on the newly created dataset being a
value which shows potential to the multimodal approach. Insights gained from one
modality can enhance learning in another, facilitating improvements in tasks such
as sentiment classification through the incorporation of textual information, and
vice versa. Multimodal learning enables the model to leverage knowledge acquired
from different sources, leading to enhanced performance across various tasks.

6. Conclusions

This paper has succeeded in implementing a new created dataset obtained
by merging DailyDialog and FER2013 alongside with a multimodal model which
is able to obtain 70.19% accuracy on the unique ImaText database.

The ImaText dataset consists of merging text with the images. The number
of entries obtained are 25,780 entries across six emotions. The final distributions is
4,865 “angry”, 555 “disgust”, 1,255 “fear”, 8,910 “happy”, 6,190 “sad”, and 4,005
“surprise”.

By using this newly created dataset, the researchers have designed the
architecture, implemented and fine-tunned the multimodal model to accommodate
the novel database. These various experiments (using different layer configuration,
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optimizers, parameters, etc.) have resulted in an accuracy of 70.19%. To the best of
the authors' knowledge, ImaText is the first multimodal dataset designed
specifically for sentiment analysis that includes only text and images.

The obtained results are novel and open the way for future research in
multimodal sentiment analysis using images and text alike in one dataset.

This model can be also applied to other various domains, including medical
diagnosis, psychology, etc. For instance, analysing a person's written responses
along with their facial expressions can offer valuable insights into their mental state.
Another potential application is improving human-computer interactions, enabling
virtual assistants to adapt to users' moods and, in critical scenarios, suggest seeking
medical assistance.

This paper presents a fresh perspective on classifying the FER2013 dataset
by incorporating novel insights. Leveraging information from a different dataset
introduces a novel approach aimed at enhancing performance.

Addressing the scarcity of multimodal datasets, this paper proposes
leveraging existing information to augment model accuracy, offering a novel
solution to the existing challenge.
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