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RESEARCH ON SAR IMAGE TARGET RECOGNITION
ALGORITHM BASED ON NSCT+PNN

Dong LI**, Binwen GAO?, Ye LI®

Based on Synthesis Aperture Radar (SAR) image preprocessing, this paper
proposes a SAR image target recognition method based on non-subsampled
Contourlet Transform (NSCT) for feature extraction and Probabilistic Neural
Network (PNN) for target recognition. On the basis of studying the denoising of
multi-scale geometric analysis theory, the low-frequency components and high-
frequency components of SAR image samples are extracted by NSCT respectively.
The target eigenvectors are obtained by PNN. This method was used to extract and
identify the three types of military targets in the MSTAR database. The recognition
rate was 90.7%. The results show that the SNCT+PNN method can effectively
achieve SAR target recognition and obtain a higher target correct recognition rate.
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1. Introduction

With the rapid development of radar signal processing technology,
Synthetic Aperture Radar hereinafter referred to as (SAR) has been further
developed with all-weather, long-range and large-scale detection performance.
The study of extraction of target texture and edge features and target recognition
algorithm plays a key role in the popularization and application of SAR [1]. In
this paper, SAR image preprocessing, feature extraction and target recognition are
studied. In the SAR image preprocessing part, aiming at the SAR imaging
mechanism and the principle of speckle noise generation, the enhanced Lee
filtering [2], wavelet soft threshold filtering (WT-soft) [3], Curvelet hard
threshold filtering [4], Ridgelet transform and Contourlet + PCA [5] filtering
denoising method are compared and analyzed, and the advantages and
disadvantages of the algorithm are evaluated quantitatively by ENL, EPI and other
parameters. The multi-scale decomposition method NSCT based on Contourlet
transform is used to decompose the low frequency components including the
image contour information and the high-frequency components including the edge
and detail information of the image. LBP and HOD operators are used to construct
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the SAR image classification vectors respectively. The normalized feature vectors
are classified and identified by PNN. The feature extraction and recognition
experiments are carried out for four kinds of military targets in Moving and
stationary Target Acquisition and Recognition (MSTAR) database. It is supported
by multiple ground targets of the U.S. Defense Agency. The recognition rate is
90.7%, and the correct target recognition rate is high, which validates the
effectiveness of the method.

2. SAR Image Preprocessing
2.1 Research on typical filtering algorithm

In practical engineering applications, the SAR image is heavily correlated
with speckle noise from the SAR imaging mechanism [6]. The necessary
preprocessing must be done before image target recognition. Reducing the speckle
noise of SAR images usually includes: airspace method, transform domain
method and other methods. In this paper, several filtering methods mentioned are
compared and analyzed. Among them, enhanced Lee filtering is a typical spatial
filtering method, WT soft, curvelet hard threshold filtering and ridgelet transform
are typical filtering methods in transform domain, contourlet + PCA filtering is a
filtering algorithm combining transform domain and statistical methods. The
number of HB15270 in the MSTAR database 2S51-b01 is selected as the object of
denoising, as shown in Fig. 1.
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Fig. 1. HB15270 Denoising simulation image
2.2 SAR image quality assessment

After filtering the SAR image, it is impossible to quantify the image
quality of preprocessing filter results because of the unknown parameters of SAR
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ideal image, the Signal noise ratio (SNR) and other evaluation parameters that
require the priori information of images. In this paper, the equivalent visual
number (ENL) and edge holding index (EPI) are introduced, which takes three
parameters of t-csg time. ENL is the square ratio of mean and variance, and the
ratio is high. It shows that the ability of denoising is relatively strong, otherwise
the noise reduction ability is relatively weak [7].

2
ENL = % (1)

The edge preserving index (EPI), as shown in formula (2), is shown as
follows: A is the image before denoising, and B is the image after denoising. If
the ratio of the equation is large, it shows that the noise reduction effect of the
algorithm is better, and the range of EPI is (0,1).[8]
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The number of HB15270 in the MSTAR database 2S1-b01 is selected as
the object of denoising, and the parameters data as shown in Table 1 are
calculated. From this we can see that single spatial domain or transform domain
methods such as Lee filtering, wavelet filtering, Ridgelet filtering and so on.
Although the computation time is small and the time is small, the effect is not
obvious. Ridgelet transform, curvelet transform and contourlet transform solve the
defects of finite directivity and isotropy of wavelet transform, and retain most of
the high-dimensional singular information such as edge and contour of the image,
a lot of scratches and embedded stains are added to the image. There is spectral
aliasing problem. In view of the above problems, this paper combines transform
domain method with statistical class method, that is, denoising SAR images with
Contourlet + PCA filtering denoising method. From the view of equivalent
number and edge preserving index, the filtering effect of this method has been
improved.

EPI =

Table 1
HB15270 simulation results
Image characteristics ENL EPI Tlme_
consuming
Original image 102.78 / /
Enhanced Lee filtering 144.56 0.514 0.347
WT-soft 148.56 0.533 0.386
Ridgelet 159.56 0.632 0.453
CT-hard 169.79 0.644 0.478
Contourlet+PCA 174.09 0.694 0.578
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3. Feature Extraction based on NSCT

In 2006, aiming at the serious aliasing phenomenon in the frequency
domain direction of the detail signal in the Contourlet transform, Cunha put
forward a completely translation invariant non-Sampling Contourlet transform
(NSCT) [9-11]. NSCT uses the stationary wavelet transform and the upper
interpolation directional filter similar to the pyramid algorithm [12] instead of the
Laplace transform and the directional filter of the original Contourlet transform.
In this way, the frequency aliasing phenomenon of the original directional filter is
greatly reduced. By means of NSCT decomposition, the low-frequency
components containing image contour information and different levels of high-
frequency components with edge and detail information can be obtained. As
shown in Fig. 2, the results of NSCT decomposition of zoneplate images are
given.

(a) Zoomplate  (b) LF Component (c) HF Component (d) Direction subband

Fig. 2. Zooneplate original image and NSCT decomposition results

There are two main steps in the decomposition process of NSCT. First, we
use the stationary wavelet transform similar to pyramid algorithm to decompose,
and then use non sub sampled directional filter banks to sample. Stationary
wavelet transform realizes image multi-scale transformation. By using the same
filter, we can get the next group of wavebands by using the same filter, and avoid
the redesign of filter operation. The non sub sampled directional filter group
cancels the down sampling operation of the original algorithm, so its main
sampling is in the process of image decomposition. The up sampling algorithm is
shown in Formula (3).

ylnl= > hikIxn-s[k]] 3)

kempp(k)
In formula, y[n] for output, h[k] is a given filter. s[k] is a sample matrix.
x[n] is the waveband matrix. From the formula 3, we can see that the advantage
of the NSCT algorithm is to achieve multi-scale and multi-directional
decomposition without increasing the computational complexity of the algorithm.
The decomposition process of. NSCT algorithm is shown in Fig. 3 [12].
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Fig. 3. Two layer NSCT decomposition flow chart
3.1 HOG operator

The first level high frequency components decomposed by NSCT contain
the edge of the target, and the histogram of oriented gradient (HOG) operator is
used for feature extraction. HOG algorithm can describe the edge features in a
significant way. The specific steps are as follows: (1) normalize the high-
frequency components after NSCT decomposition, normalization can reduce the
influence of different background and illumination, and enhance the robustness of
the algorithm. (2) Calculate every position in the image (x).The gradient values
and directions in Y) are shown in formula 4 and formula 5.

G(x,y) = \ij (% ¥)*+G, (X, y)* 4)
-1 Gy(X’ y)

y) =tan?| 2oL 5

a(x, y) =tan (Gx(x, y)} ®)

If the length and width of the high frequency component of NSCT is 128,
the gradient direction is set to 8 directions, the size of the area (cell) is set to 8,
and the normalization of 4 cell is achieved. The 8*4=32 dimension feature vector
can be obtained, and the 15 windows of the X axis direction and the Y axis
direction can be scanned, and finally the HOG characteristic dimension is
15*15*32=7200Victoria.

3.2 LBP operator

The low frequency component of NSCT contains many features such as
texture and background. The Local Binary Pattern (LBP) Operator is used to
extract the low frequency component eigenvectors, which can significantly
describe texture features. As shown in formula (6) [13]

LBP(x..y,)= 5" 2°5(i, ~i.) ©)

Image location (X;,¥.>. The pixel value isic, » represents the value of the
surrounding pixels. S The threshold function is defined as:

s(X) =8 "t @)
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If the length and width of the low frequency components decomposed by
NSCT are all 128, then the LBP features are 128/3)? =1764 Victoria [14].

3.3 PCA dimension reduction

Because the dimension of the feature vector calculated by LBP and HOG
is 8964, the recognition and classification of the recognition model is huge. In this
paper, principal component analysis (PCA) is used to reduce the dimension of the
data [15]. The steps of PCA dimension reduction are as follows:

1) Using Jacobi method (Jacobi) to find out the eigenvalues and arrange
them in order of magnitude;

2) Calculate the principal component contribution rate and the cumulative
contribution rate;

3) Select the components with the cumulative contribution rate of 85% or
more corresponding to the main components;

4) Construct a feature vector set composed of principal components for
later target recognition.

o Aon
_ Ly Ty A I
M M M
T Te AT

Z(in =X)(%g —X;)
O = |
i n n (8)
\/Z(in —%)7 D" (% —%;)?
k=1 k=1

Each element of the correlation matrix R is computed with the formula 8.
R, (i, j = 1,2,...P) is the correlation coefficient of the original variable x;and X, Rjj
=T ji.

4. Image Recognition based on PNN

In 1989, Dr. F. Specht first proposed the Probabilistic Neural Network
(PNN). The main idea is to set the error classification and minimize the expected
risk and separate the decision space in the multidimensional input space. The
theoretical basis is the Bayes minimum risk criterion (Bayes decision theory). It is
a feedforward neural network developed by the radial basis function model, which
is different from the traditional radial basis function. PNN is an artificial neural
network based on statistical principle. According to the non parametric estimation
of probability density, Bayes decision is made to get the classification results.
Compared with the traditional feedforward neural network, it has a fast training
speed in pattern classification, and can guarantee the optimal solution under the
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Bayesian criterion, allowing the training samples to be increased or reduced
without the need for long time training. As shown in Fig. 4, a PNN network
structure model is presented [16]. And a PNN program flow are showed in the
Fig. 5.
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Fig. 4. PNN network model

As the distribution unit, the input vector is directly transferred to the
sample layer. The number of nodes in the sample layer is determined by the
product of the input sample and the class to be matched. The sample layer is
weighted by the input from the input node, and then activated by an activation
function. Then we pass it to the summation layer. Here the activation function
uses the Gauss function, and the output showed as (9).

Input

Begin

- /
Per-Process
Input train samples Comoutwu
NSCT Image
featurfe
extraction
HOG LBP
Feature Feature
Create PNN network ¢ *
PCA Feature dimensionality reduction
PNN Image target recognition
samples I
(/ider?tlijfti(r:’:ttion\\ Output identification results
\ results
Fig. 5. PNN program flow chart Fig. 6. Algorithm flow chart of this paper
0, = 2 1202
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Among them, ¢; For the radial basis function center,o; The formula 8 is used to
calculate the similarity between the unknown mode and the standard mode for the
switch parameter of the | component.[17]

The summation layer is connected to the class pattern element. p(x)
According to the Parzen method, the probability of each type is estimated [18].
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C category, X identifies samples. X;For the pattern samples (weights) of
category, i\m is vector dimension, o for smoothing parameters, n is the number of
pattern samples for class I.

The number of nodes in the decision level is equal to the number of classes
to be matched. According to the probability of input, the Bayes classification rules
are used to select the categories with the minimum risk. The decision method is
expressed in the 10 formula [19].

P(X |C,)P(C;) > P(X /C;P(C;)) (11)

(10)

When programming in MATLAB, it is necessary to select the smoothing
factor spread of the appropriate size. The value is too large, the density estimation
is smoother but the details are missing seriously. The value is too small, and the
density estimation will show more spikes. The spread = 50 used in this paper will
be tested.

5. Experiment and Discussion

The basic steps of SAR image recognition based on NSCT and PNN are
three steps. (1) decomposing the source image by NSCT algorithm, acquiring
multi-scale features, preserving the low-frequency components and the first high
frequency components of the image; (2) extracting the hog features from the first
stage high frequency components and extracting the LBP features from the low
frequency components; (3) reducing the dimensions of the high-dimensional
features obtained in step 2; (4) the feature vector after dimension reduction is used
as the PNN input for network training. Finally, the experimental network is tested
and the algorithm flow is shown in Fig. 6.

5.1 Data set

In this paper, MSTAR data collection standard operating conditions (SOC)
acquisition conditions. The target image resolution is 0.3 m x 0.3 m, and the pixel
size is 128 x 128. Four classes of 2343 SAR image targets are taken as
experimental analysis objects, and rocket launch vehicle 2S1, prevention and
control unit ZSU-234, tanks T72, armored vehicles BRDM2, as shown in Fig. 7
for four classes of targets. Among them, the 17 degrees view sample is 1192. The
sample with a lateral view of 30 degrees is 1151 (as shown in Table 2).

Table 2
Sample number of four types of SAR images
Target 251 T72 ZSU-234 BRDM2
17, 299 298 297 298
30, 288 288 288 287
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(a) 251 (b) BRDM2 ©) T72 (d) ZSU-234

Fig. 7. Target display of four kinds of SAR images
5.2 Experimental setup

The experimental platform of SAR image recognition is the PC of
WINDOWS10 operating system. The configuration is 64 bit CPU of 2 GHz and
AMD Ryzen5 2500, 8GB's RAM. Programming environment is MATLAB2019
version.

5.3 Result discussion

In order to verify the effectiveness of the proposed algorithm, four groups
of algorithms were selected as the contrast experiments, namely Contourlet
+SVM [20], NSCT (LBP) + PNN [21], NSCT (HOG) +PNN [22] and the
NSCT+PCA+PNN algorithm proposed in this paper. The results of recognition
are shown in Table 3.

Table 3
Experimental results comparison
Test number Correct number Accuracy /%
Contourlet + PCA + PNN 1000 822 82.2
NSCT (LBP) + PNN 1000 805 80.5
NSCT (HOG)+ PNN 1000 814 81.4
Proposed 1000 904 90.4

The result of Table 3 shows that the recognition rate of Contourlet + SVM
algorithm is 82.2%, the recognition rate of NSCT (LBP) + PNN algorithm is
80.5%, the recognition rate of NSCT (HOG) + PNN algorithm is 80.4%, the
recognition rate of HOG feature and LEP feature of NSCT is 90.4%, which is 7.8
percentage points higher than that of the PNN algorithm. It shows that the NSCT
algorithm is superior to the Contourlet algorithm in restraining noise and
improving the recognition rate. Moreover, the recognition method proposed in this
paper is 10 percentage points higher than the HOG feature alone and the LBP
feature respectively, which shows that HOG and LBP features in NSCT play a
role of feature fusion after PCA dimension reduction.
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5.4 Robustness of the proposed algorithm

In order to further test the robustness of the algorithm, salt and pepper
noise is added to the test set SAR image, and the signal to noise ratio(SNR) of the
salt and pepper noise is 0.01,0.02,0.03,0.04 and 0.05 in sequence. Fig. 8 is the
SAR image of the target under the five level noise. The 4 algorithms mentioned
above are tested.

SNR=0.01

Fig. 8. The five level noise in the SAR image

Fig. 9 is a broken line diagram of the 4 methods for the recognition rate
change under the influence of salt and pepper noise at five levels. From the
broken line chart, it is shown that with the increase of SNR the recognition effect
of Contourlet + PCA + PNN is the biggest, and other algorithms are reduced to
varying degrees. Under the condition of five level noise, it only slightly declines
by 3%, which proves the robustness and effectiveness of the proposed algorithm.
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Fig. 9. Robustness test chart
6. Conclusions

In order to reduce the influence of noise and improve the recognition rate
and robustness of SAR images. In this paper, a new generic method radar target
recognition from radar images has been presented. It is based on SNCT and
PCA+PNN. Affected by the speckle, the recognition rate of traditional SAR
image recognition method is relatively low. Using NSCT to decompose the
image, the high frequency and low frequency components can be obtained. Using
hog operator to extract the features of edges and details in the high-frequency
components. The LBP Operator is utilized to extract the features of low-frequency
components such as texture and contour. Finally, PCA is used to reduce
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dimension and classify the feature input into PNN network. Experiments verify
the effectiveness of the proposed algorithm, and achieve 90.8% on the MSTAR
database. At the same time, the robustness of the algorithm is tested. The results
show that the algorithm is superior to single feature classification and principal
component feature classification algorithm. This algorithm has better robustness.
The disadvantage of the algorithm is that when PNN algorithm is used for multi
classification, more input nodes lead to longer running time, and the next step is
how to improve the efficiency of the algorithm.
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