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In [22], we introduced the concept of higher-order (Φ, ρ)-V -invexity and pre-
sented two types of higher-order dual models for a semi-infinite minimax fractional pro-
gramming problem. Weak, strong and strict converse duality theorems were discussed

under the assumptions of higher-order (Φ, ρ)-V -invexity to establish a relation between
the primal and dual problems. In this paper, we give one more generalized dual model
for semi-infinite minimax fractional programming problem involving higher-order (Φ, ρ)-
V -invexity and prove duality results.
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1. Introduction

A mathematical programming problem with a finite number of variables and infin-
itely many constraints is called a semi-infinite programming problem. Due to important
applications of semi-infinite programming problem, a growing interest in semi-infinite op-
timization may be observed in the last two decades. Semi-infinite programming problems
arise in several areas of modern research such as, robotic trajectory planning [23], production
planning [26] digital filter design [18] and air pollution control [24], transportation theory
[17], engineering design [20].

The study of higher order duality is significant due to the computational advantage
over first order duality as it provides higher bounds for the value of the objective function
of the primal problem when approximations are used, because there are more parameters
involved.

Higher-order duality in nonlinear programming has been studied by some researchers,
see [1, 2, 8, 10, 12, 13, 14, 15, 16, 19].

Recently, the concept of (Φ, ρ)-invexity has been introduced by Caristi et al. [9] to
extend fundamental theoretical results of mathematical programming, while, Antczak [5, 6]
introduced the notion of (Φ, ρ)-V -invexity by combining the concepts of (Φ, ρ)-invexity and
the notions of V -invexity.

In [21], Sarita and Gupta proved duality theorems for higher-order Wolfe and Mond-
Weir type duals of the vector optimization using the concept of higher-order (Φ, ρ)-V -invex
function. In [22], we introduced the concept of higher-order (Φ, ρ)-V -invexity and presented
two types of higher-order dual models for a semi-infinite minimax fractional programming
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problem. Weak, strong and strict converse duality theorems were discussed under the as-
sumptions of higher-order (Φ, ρ)-V -invexity to establish a relation between the primal and
dual problems. In this paper, we give one more generalized dual model for semi-infinite min-
imax fractional programming problem involving higher-order (Φ, ρ)-V -invexity and prove
duality results.

In this paper, we consider the following semi-infinite minimax fractional programming
problem involving higher-order (Φ, ρ)-V -invexity:

(P) min
x∈X

max
1≤i≤p

fi(x)

gi(x)

subject to Gj(x, t) ≤ 0, for all t ∈ Tj , j = 1, 2, ..., q,

Hk(x, s) = 0, for all s ∈ Sk, j = 1, 2, ..., r,

x ∈ X

where fi : X → R, gi : X → R, i ∈ I = {1, 2, ..., p}, are real-valued functions defined
on a nonempty open subset X of Rn such that, for each i ∈ I, gi(x) > 0 for all x ∈ X,
Tj , j ∈ J = {1, 2, ..., q}, and Sk, k ∈ K = {1, 2, ..., r}, are compact subsets of complete metric
spaces, x → Gj(x, t) is a function on X for all t ∈ Tj , x → Hk(x, s) is a function on X for
all s ∈ Sk, for each j ∈ J and k ∈ K, t → Gj(x, t) and s → Hk(x, s) are continuous real-
valued functions defined, respectively, on Tj and Sk for all x ∈ X satisfying the constraints
of problem (P). Let D = {x ∈ X : Gj(x, t) ≤ 0, for all t ∈ Tj , j = 1, 2, ..., q,Hk(x, s) =
0, for all s ∈ Sk, k = 1, 2, ..., r} be the set of all feasible solutions of (P).

The plan of the paper is as follows. In Section 2, we give some notation and definitions
used throughout the paper. In Section 3, we discuss duality between the primal problem
and a generalized dual model, and finally Conclusion are given in Section 4. Furthermore,
the results obtained in this paper extend and generalize the results of Antczak and Zalmai
[7] to a class of higher-order duality.

2. Notation and Preliminaries

Let Rn be the n-dimensional Euclidean space and Rn
+ be its nonnegative orthant. Let

X be an open subset of Rn. First, we recall the following definitions.
Definition 2.1 [7] The tangent cone to the feasible set D of problem (P) at x̄ ∈ D is the
set

T (D; x̄) ≡ {h ∈ Rn : h = lim
n→∞

tn(x
n − x̄) such that xn ∈ D,

lim
n→∞

xn = x̄, and tn > 0 for all n = 1, 2, ....}

Definition 2.2 [7] Let x̄ ∈ D. The linearizing cone at x̄ for problem (P) is the set defined
by

C(x̄) ≡ {h ∈ Rn : ⟨∇Gj(x̄, t), h⟩ ≤ 0 for all t ∈ T̂j(x̄), j = 1, 2, ..., q,

⟨∇Hk(x̄, s), h⟩ = 0 for all s ∈ Sk, k = 1, 2, ..., r},
where T̂j(x̄) ≡ {t ∈ Tj : Gj(x̄, t) = 0}, j = 1, 2, ..., q,and l,m denotes the Euclidean inner
product.
Definition 2.3 [7] The problem (P) satisfies the generalized Abadie constraint qualification
at a given point x̄ ∈ D if the following relation C(x̄) ⊆ T (D; x̄) holds.

Now, we give the definition of (strictly) higher-order (Φ, ρ)-V -invex function.
Let f : X → Rk and θ : X × Rn → Rk be differentiable functions. Also, consider

the function Φ : X ×X ×Rn+1 → R, where Φ(x, x̄, .) is convex on Rn+1, Φ(x, x̄, (0, a)) ≥ 0
for all x ∈ X and every a ∈ R+, ρ = (ρ1, ρ2, ..., ρk) ∈ Rk and real-valued functions αi :
X ×X → R+ \ {0}, i = 1, 2, ..., k,
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Definition 2.4 [22] A function f is said to be higher-order (Φ, ρ)-V -invex at x̄ ∈ X if

fi(x)− fi(x̄)− θi(x̄, p) + pT∇pθi(x̄, p)

≥ Φ(x, x̄, αi(x, x̄)(∇xfi(x̄) +∇pθi(x̄, p), ρi)), i = 1, 2, ..., k, (1)

hold for all (x, p) ∈ X ×Rn.
If each function fi, i = 1, 2, ..., k, satisfies the inequality (1) at each x ∈ X, then

fi, i = 1, 2, ..., k is said to be higher-order (Φ, ρi)-αi-invex at x̄ on X.
Definition 2.5 [22] A function f is said to be strictly higher-order (Φ, ρ)-V -invex at x̄ ∈ X
if

fi(x)− fi(x̄)− θi(x̄, p) + pT∇pθi(x̄, p)

> Φ(x, x̄, αi(x, x̄)(∇xfi(x̄) +∇pθi(x̄, p), ρi)), i = 1, 2, ..., k, (1′)

hold for all (x, p) ∈ X ×Rn.
If each function fi, i = 1, 2, ..., k, satisfies the inequality (1’) at each x ∈ X, then

fi, i = 1, 2, ..., k is said to be strictly higher-order (Φ, ρi)-αi-invex at x̄ on X.
Remark 2.1 In order to define an analogous class of higher-order (Φ, ρ)-V -incave functions,
the direction of the inequalities in (1) should be changed to the opposite one.

We shall need the following result in our discussion, which provides an alternative
expression for the objective function of (P).
Lemma 2.1 [7] For each x ∈ X,

φ(x) ≡ max
1≤i≤p

fi(x)

gi(x)
= max

λ∈Λ

p∑
i=1

λifi(x)

p∑
i=1

λigi(x)

,

where Λ = {λ = (λ1, λ2, ..., λp) ∈ Rp : λi ≥ 0,
p∑

i=1

λi = 1}.

Now, we recall a necessary optimality result for (P) which was established in Zalmai
and Zhang [29].
Theorem 2.1 Let x̄ ∈ D be an optimal solution for (P) with the corresponding optimal value

equal to v̄ = max
1≤i≤p

fi(x̄)

gi(x̄)
, the functions t → Gj(x, t), t ∈ Tj and s → Hk(x, s), s ∈ Sk be

continuously differentiable at x̄, the generalized Abadie constraint qualification be satisfied
at x̄ and the set cone {∇Gj(x̄, t) : t ∈ T̂j(x̄), j = 1, 2, ..., q}+ span {∇Hk(x̄, s) : s ∈
Sk, k = 1, 2, ..., r} be closed. Then there exist λ̄ ∈ Λ and integers w̄0 and w̄, with 0 ≤
w̄0 ≤ w̄ ≤ n + 1, such that there exist w̄0 indices jm, with 1 ≤ jm ≤ q, together with w̄0

points tm ∈ T̂jm(x̄) = {t ∈ Tjm : Gjm(x̄, t) = 0},m = 1, 2, ..., w̄0, w̄ − w̄0 indices km, with
1 ≤ km ≤ r, together with w̄ − w̄0 points sm ∈ Skm ,m = w̄0 + 1, ..., w̄ and w̄ real numbers
µ̄m with µ̄m > 0,m = 1, 2, ..., w̄0, such that the following conditions are satisfied:

p∑
i=1

λ̄i{▽fi(x̄)− v̄ ▽ gi(x̄)}+
w̄0∑

m=1

µ̄m ▽Gjm(x̄, tm) +

w̄∑
l=w̄0+1

µ̄l ▽Hkl
(x̄, sl) = 0,

λ̄i[fi(x̄)− v̄gi(x̄)] = 0, i = 1, 2, ..., p.

We shall henceforth refer to x̄ ∈ D as a normal feasible solution of problem (P) if the
generalized Abadie constraint qualification is satisfied at x̄, and if the set cone {∇Gj(x̄, t) :

t ∈ T̂j(x̄), j = 1, 2, ..., q}+ span {∇Hk(x̄, s) : s ∈ Sk, k = 1, 2, ..., r} is closed, where cone
(A) is a conic hull of A (i.e., the smallest convex cone containing A), span (A) is the linear
hull of A (i.e., the smallest subspace containing A).
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In the remainder of this paper, we shall assume that the functions fi, gi, i = 1, 2, ..., p,
ξ → Gj(ξ, t) and ξ → Hk(ξ, s), are continuously differentiable on X for all t ∈ Tj , j ∈ J,
and s ∈ Sk, k ∈ K. We denote

H = {(u, y, λ, µ, v, w,w0, Jw0 ,Kw\w0
, t̄, s̄) : u ∈ X, y ∈ Rn, λ ∈ Λ, v ∈ R+, 0 ≤ w0 ≤ w

≤ n+ 1;µ ∈ Rw, µi > 0, 1 ≤ i ≤ w0;Jw0 = {j1, j2, ..., jw0}, 1 ≤ ji ≤ q,

Kw\w0
= {kw0+1, kw0+2, ..., kw}, 1 ≤ ki ≤ r, t̄ ≡ (t1, t2, ..., tw0), ti ∈ Tji ,

s̄ ≡ (sw0+1, sw0+2, ..., sw), si ∈ Ski}.

3. Generalized duality model

In this section, we need some additional notation for the following generalized dual
problem (D). Let w0 and w be integers, with 1 ≤ w0 ≤ w ≤ n + 1, and let{J0, J1, ..., JM}
and {K0,K1, ...,KM} be partitions of the sets {1, 2, ..., w0} and {w0 + 1, ..., w}, respec-
tively; thus, Ji ⊆ {1, 2, ..., w0} for each i ∈ {1, 2, ...,M}

∪
{0}, Ji

∩
Jj = ∅ for each

i, j ∈ {1, 2, ...,M}
∪
{0} with i ̸= j, and

∪M
i=0 Ji = {1, 2, ..., w0}. Similar properties hold

for {K0,K1, ...,KM}. Moreover, if m1 and m2 are the numbers of the partitioning sets of
{1, 2, ..., w0} and {w0+1, ..., w}, respectively, then M = max{m1,m2} and Ji = ∅ or Ki = ∅,
for i > min{m1,m2}.

Now, we propose a generalized higher-order dual for (P) as follows:

(D) sup
(u,y,λ,µ,v,w,w0,Jw0

,Kw\w0
,t̄,s̄)∈H

v

p∑
i=1

λi{ ▽ fi(u)− v ▽ gi(u)}+
w0∑

m=1

µm ▽Gjm(u, tm) +

w∑
l=w0+1

µl ▽Hkl
(u, sl)+

p∑
i=1

λi[∇y(Fi(u, y)−vGi(u, y))] +

w0∑
m=1

µm∇yIjm(u, tm, y) +

w∑
l=w0+1

µl∇yHkl
(u, sl, y)=0, (2)

[fi(u)− vgi(u)] +
∑
m∈J0

µmGjm(u, tm) +
∑

m∈K0

µmHkm(u, sm) + [Fi(u, y)− vGi(u, y)]

−yT∇y[Fi(u, y)− vGi(u, y)] +
∑
m∈J0

µmIjm(u, tm, y)−
∑
m∈J0

µmyT∇yIjm(u, tm, y)

+
∑

m∈K0

µmHkm(u, sm, y)−
∑

m∈K0

µmyT∇yHkm(u, sm, y) ≥ 0, i = 1, 2, ..., p, (3)∑
m∈Jι

µmGjm(u, tm) +
∑

m∈Kι

µmHkm(u, sm) +
∑
m∈Jι

µmIjm(u, tm, y)−
∑
m∈Jι

µmyT∇yIjm

(u, tm, y) +
∑

m∈Kι

µmHkm(u, sm, y)−
∑

m∈Kι

µmyT∇yHkm(u, sm, y) ≥ 0, ι = 1, 2, ...,M, (4)

where Fi : X × Rn → R, Gi : X × Rn → R, i = 1, 2, ..., p, Ijm : Rn × Tj × Rn → R,m =
1, 2, ..., w0, and Hkl

: Rn × Sk ×Rn → R, l = w0 + 1, ..., w are differentiable functions.
Let Θ = {(u, y, λ, µ, v, w,w0, Jw0 ,Kw\w0

, t̄, s̄) ∈ H : satisfying (2)-(4)} be the set all
feasible solutions of dual problem (D). Moreover, let prXΘ = {u ∈ X : (u, y, λ, µ, v, w, w0,
Jw0 , Kw\w0

, t̄, s̄) ∈ Θ} be the projection of Θ on X.

Remark 3.1 Let Fi(u, y) =
1
2y

T∇2fi(u)y, Gi(u, y) =
1
2y

T∇2gi(u)y, i ∈ I, Ijm(u, tm, y) =
1
2y

T∇2Gjm(u, tm)y,m = 1, 2, ..., w0 and Hkm(u, sm, y) = 1
2y

T∇2Hkm(u, sm)y,m = w0 +
1, ..., w. Then (D) reduces to the second order dual (SPD3) in [7]. If in addition, y = 0, then
we get the dual (D) formulated in [30].

We take αi : X×X → R+ \{0}, ρ̂i ∈ R, i = 1, 2, ..., p and βι : X×X → R+ \{0}, ρ̃ι ∈
R, ι = 1, 2, ...,M.
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Theorem 3.1 (Weak Duality) Let x and (u, y, λ, µ, v, w,w0, Jw0 ,Kw\w0
, t̄, s̄) be feasible

points for (P) and (D), respectively. Suppose that [fi(.) − vgi(.)] +
∑

m∈J0

µmGjm(., tm) +∑
m∈K0

µmHkm(., sm) for i = 1, 2, ..., p is higher-order (Φ, ρ̂i)-αi-invex at u on D ∪ prXΘ.

Also, let
∑

m∈Jι

µmGjm(., tm)+
∑

m∈Kι

µmHkm(., sm) for ι = 1, 2, ...,M be higher- order (Φ, ρ̃ι)-

βι-invex at u on D ∪ prXΘ and the inequality

p∑
i=1

λiρi +

M∑
ι=1

ρι ≥ 0

holds. Then φ(x) ≥ v.
Proof. By the assumption of higher-order (Φ, ρ̂i)-αi-invexity of [fi(.)−vgi(.)]+

∑
m∈J0

µmGjm

(., tm) +
∑

m∈K0

µmHkm(., sm) for i = 1, 2, ..., p at u on D ∪prXΘ, we have

[fi(x)− vgi(x)] +
∑
m∈J0

µmGjm(x, tm) +
∑

m∈K0

µmHkm(x, sm)− {[fi(u)− vgi(u)]

+
∑
m∈J0

µmGjm(u, tm) +
∑

m∈K0

µmHkm(u, sm)} − {[Fi(u, y)− vGi(u, y)]+

+
∑
m∈J0

µmIjm(u, tm, y) +
∑

m∈K0

µmFkm(u, sm, y)}+ yT {∇y [Fi (u, y)− vGi (u, y)]+

+
∑
m∈J0

µm∇yIjm (u, tm, y) +
∑

m∈K0

µm∇yHkm(u, sm, y)}

≥ Φ(x, u, αi(x, u)([▽ fi(u)− v ▽ gi(u)] +
∑
m∈J0

µm ▽Gjm(u, tm) +
∑

m∈K0

µm ▽Hkm(u, sm)

+[∇y(Fi(u, y)− vGi(u, y))] +
∑
m∈J0

µm∇yIjm(u, tm, y)

+
∑

m∈K0

µm∇yHkm
(u, sm, y), ρ̂i)), i = 1, 2, ..., p.

On utilizing the feasibility of x for (P) and dual constraint (3), the above inequality yields

[fi (x)− vgi] ≥ Φ(x, u, αi (x, u) [∇fi (u)− v∇gi (u)]) +
∑
m∈J0

µm∇Gjm (u, tm)

+
∑

m∈K0

µm ▽Hkm(u, sm) + [∇y (Fi (u, y)− vGi (u, y)) ]+

+
∑
m∈J0

µm∇yIjm (u, tm, y) +
∑

m∈K0

µm∇yHkm(u, sm, y), ρ̂i)), i = 1, 2, ..., p.

Take τ =

p∑
i=1

λi

αi(x, u)
+

M∑
ι=1

1

βι(x, u)
. It is easy to see that τ > 0.

Now multiplying the above inequalities by
λi

ταi(x, u)
≥ 0, i = 1, 2, ..., p, then summing, we

obtain
p∑

i=1

λi

ταi(x, u)
[fi(x)− vgi(x)] ≥

p∑
i=1

λi

ταi(x, u)
Φ(x, u, αi(x, u)([▽ fi(u)− v ▽ gi(u)]

+
∑
m∈J0

µm ▽Gjm(u, tm) +
∑

m∈K0

µm ▽Hkm(u, sm)
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+[∇y(Fi(u, y)− vGi(u, y))] +
∑
m∈J0

µm∇yIjm(u, tm, y)

+
∑

m∈K0

µm∇yHkm(u, sm, y), ρ̂i)). (5)

Now, by using higher-order (Φ, ρ̃ι)-βι-invexity of
∑

m∈Jι

µmGjm(., tm) +
∑

m∈Kι

µmHkm(., sm)

for ι = 1, 2, ...,M at u on D ∪ prXΘ, we obtain∑
m∈Jι

µmGjm(x, tm) +
∑

m∈Kι

µmHkm
(x, sm)− {

∑
m∈Jι

µmGjm(u, tm) +
∑

m∈Kι

µmHkm
(u, sm)}

−{
∑
m∈Jι

µmIjm(u, tm, y) +
∑

m∈Kι

µmHkm(u, sm, y)}+ yT {
∑
m∈Jι

µm∇yIjm(u, tm, y)+

+
∑

m∈Kι

µm∇yHkm(u, sm, y)}

≥ Φ(x, u, βι(x, u)(
∑
m∈Jι

µm▽Gjm(u, tm)+
∑

m∈Kι

µm▽Hkm(u, sm)+
∑
m∈Jι

µm∇yIjm(u, tm, y)

+
∑

m∈Kι

µm∇ykm(u, sm, y), ρ̃ι)), ι = 1, 2, ...,M.

On utilizing the feasibility of x for (P) and dual constraint (4), the above inequality yields

Φ(x, u, βι(x, u)(
∑
m∈Jι

µm ▽Gjm(u, tm) +
∑

m∈Kι

µm ▽Hkm(u, sm) +
∑
m∈Jι

µm∇yIjm(u, tm, y)

+
∑

m∈Kι

µm∇yHkm(u, sm, y), ρ̃ι)) ≤ 0, ι = 1, 2, ...,M. (6)

Multiplying each inequality (6) by 1
τβι(x,u)

> 0, ι = 1, 2, ...,M, and then summing up these

inequalities, we get

M∑
ι=1

1

τβι(x, u)
Φ(x, u, βι(x, u)(

∑
m∈Jι

µm ▽Gjm(u, tm) +
∑

m∈Kι

µm ▽Hkm(u, sm)

+
∑
m∈Jι

µm∇yIjm(u, tm, y) +
∑

m∈Kι

µm∇yHkm(u, sm, y), ρ̃ι)) ≤ 0. (7)

By adding (5) and (7), we get

p∑
i=1

λi

ταi(x, u)
[fi(x)− vgi(x)] ≥

p∑
i=1

λi

ταi(x, u)
Φ(x, u, αi(x, u)([▽ fi(u)− v ▽ gi(u)]

+
∑
m∈J0

µm ▽ Gjm(u, tm) +
∑

m∈K0

µm ▽Hkm(u, sm)

+[∇y(Fi(u, y)− vGi(u, y))] +
∑
m∈J0

µm∇yIjm(u, tm, y) +
∑

m∈K0

µm∇yHkm(u, sm, y), ρ̂i))

+
M∑
ι=1

1

τβι(x, u)
Φ(x, u, βι(x, u)(

∑
m∈Jι

µm ▽ Gjm(u, tm) +
∑

m∈Kι

µm ▽Hkm(u, sm)

+
∑
m∈Jι

µm∇yIjm(u, tm, y) +
∑

m∈Kι

µm∇yHkm(u, sm, y), ρ̃ι)).

Using the convexity of Φ(x, u, (., .)) on Rn+1, the above inequality implies that
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p∑
i=1

λi

ταi(x, u)
[fi(x)− vgi(x)] ≥ Φ

(
x, u,

(
1

τ

[
p∑

i=1

λi[▽ fi(u)− v ▽ gi(u)]+

+
∑
m∈J0

µm ▽Gjm(u, tm) +
∑

m∈K0

µm ▽Hkm(u, sm) +

p∑
i=1

λi[∇y(Fi(u, y)− vGi(u, y))]

+
∑
m∈J0

µm∇yIjm(u, tm, y) +
∑

m∈K0

µm∇yHkm(u, sm, y) +
M∑
ι=1

∑
m∈Jι

µm ▽Gjm(u, tm)

+
M∑
ι=1

∑
m∈Kι

µm ▽Hkm
(u, sm) +

M∑
ι=1

∑
m∈Jι

µm∇yIjm(u, tm, y)

+
M∑
ι=1

∑
m∈Kι

µm∇yHkm(u, sm, y)

]
,
1

τ

[
p∑

i=1

λiρ̂i +
M∑
ι=1

ρ̃ι

]))
.

Thus,

p∑
i=1

λi

ταi(x, u)
[fi(x)− vgi(x)] ≥ Φ

(
x, u,

(
1

τ

[
p∑

i=1

λi[▽ fi(u)− v ▽ gi(u)]+

+

w0∑
m=1

µm ▽Gjm(u, tm) +

w∑
m=w0+1

µm ▽Hkm(u, sm) +

p∑
i=1

λi[∇y

(Fi(u, y)− vGi(u, y))] +

w0∑
m=1

µm∇yIjm(u, tm, y)

+
w∑

m=w0+1

µm∇yHkm(u, sm, y)

]
,
1

τ

[
p∑

i=1

λiρ̂i +
M∑
ι=1

ρ̃ι

]))
≥ 0,

where the last inequality is according to the dual constraint (2), the hypothesis
p∑

i=1

λiρ̂i +

M∑
ι=1

ρ̃ι ≥ 0, and the fact Φ(x, u, (0, a)) ≥ 0, a ∈ R+. Hence

p∑
i=1

λi

ταi(x, u)
[fi(x)− vgi(x)] ≥ 0.

Since τ > 0, the above inequality gives
p∑

i=1

λi

αi(x, u)
[fi(x)− vgi(x)] ≥ 0. (8)

Using this inequality and Lemma 2.1., we see that

φ (x) = max
1 ≤ i≤ p

fi (x)

gi (x)
= max

λ∈Λ

∑p
i=1 λifi (x)∑p
i=1 λigi (x)

(by Lemma 2.1)

≥
∑p

i=1 λifi (x)∑p
i=1 λigi (x)

≥ ν (by (8))

This completes the proof. �
The proof of the following Theorems 3.2 and 3.3 can be obtained by a similar way as

Theorems 3.2 and 3.3 in [22]. Therefore, we simply state them here.
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Theorem 3.2 (Strong duality) Let x̄ be a normal optimal solution for (P). Assume that
Fi(x̄, 0) = 0; ∇y Fi(x̄, 0) = 0, i = 1, 2, ..., p,
Gi(x̄, 0) = 0; ∇y Gi(x̄, 0) = 0, i = 1, 2, ..., p,

Ijm(x̄, tm, 0) = 0;∇y Ijm(x̄, tm, 0) = 0,m = 1, ..., w0,
Hkl

(x̄, sl, 0) = 0;∇y Hkl
(x̄, sl, 0) = 0, l = w0 + 1, ..., w.

Then there exist λ̄ ∈ Λ, v̄ ∈ R, 0 ≤ w̄0 ≤ w̄ ≤ n + 1; µ̄ ∈ Rw̄, µ̄m > 0, 1 ≤
m ≤ w̄0;Jw̄0 = {j1, j2, ..., jw̄0}, 1 ≤ jm ≤ q,Kw̄\w̄0

= {kw̄0+1, kw̄0+2, ..., kw̄}, 1 ≤ km ≤
r, ¯̄t ≡ (t1, t2, ..., tw̄0), tm ∈ Tjm , ¯̄s ≡ (sw̄0+1, sw̄0+2, ..., sw̄), sl ∈ Skl

such that (x̄, ȳ =

0, λ̄, µ̄, v̄, w̄, w̄0, Jw̄0 ,Kw̄\w0
, ¯̄t, ¯̄s) is feasible for (D) and the corresponding objective values

of (P) and (D) are equal. Further, if the conditions of the weak duality Theorem 3.1 holds
for all feasible solutions of (D), then (x̄, ȳ = 0, λ̄, µ̄, v̄, w̄, w̄0, Jw̄0 ,Kw̄\w0

, ¯̄t, ¯̄s) is optimal for
(D).
Theorem 3.3 (Strict converse duality) Let x̄ be a normal optimal solution of (P) and
(ū, ȳ, λ̄, µ̄, v̄, w̄, w̄0, Jw̄0 ,Kw̄\w0

, ¯̄t, ¯̄s) be an optimal solution of (D). Suppose that

[fi(.)− v̄gi(.)] +
∑
m∈J0

µ̄mGjm(., tm) +
∑

m∈K0

µ̄mHkm(., sm)

for i = 1, 2, ..., p is strictly higher-order (Φ, ρ̂i)-αi-invex at ū on D ∪ prXΘ. Also, let∑
m∈Jι

µ̄mGjm(., tm) +
∑

m∈Kι

µ̄mHkm(., sm)

for ι = 1, 2, ...,M be higher-order (Φ, ρ̃ι)-βι-invex at ū on D ∪ prXΘ and the inequality

p∑
i=1

λ̄iρ̂i +
M∑
ι=1

ρ̃ι ≥ 0

holds. Then x̄ = ū, that is, ū is an optimal solution for (P).

4. Conclusions

In this paper , we have formulated a higher-order generalized dual model for a semi-
infinite minimax fractional programming problem and proved appropriate duality relations
involving higher-order (Φ, ρ)-V -invex functions. The methods used here can be extended to
the study of nonsmooth variational and nonsmooth control problems, which will orient the
future research of the authors.
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