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CONTINUAL LEARNING ON FACIAL RECOGNITION
USING CONVOLUTIONAL NEURAL NETWORKS

Jingjing FENG™*, Valentina GOMEZ%

The field of Neural Networks has been rapidly advancing in recent years,
however, the issue of continual learning remains a problem that has not yet been
fully resolved. Continual learning involves the ability to learn a second task without
losing the information obtained from the first task. A recent study proposed a
method called Elastic Weight Consolidation (EWC) which addresses this issue by
slowing down the learning procedure on certain weights that are important for those
tasks, thereby extending the memory lifetime. In contrast, the present report
introduces a purely computational method to achieve continual learning.
Specifically, the approach involves performing two consecutive tasks: the first task
is to distinguish the identity of a person (task A), and the second task is to
distinguish the gender of a person (task B). The method reclassifies images for
different tasks using different labels in a supervised learning setting. The innovation
in this report lies in the use of fully connected layers to classify features with two
different labels. The key to the success of this method lies in training the entire
Neural Network when performing task A, and then training only the fully connected
layers for task B to classify the features using different labels. Therefore, regardless
of the number of tasks, this network only needs to be trained once. This approach
can be considered a significant contribution to the field of continual learning as it
presents a practical solution that does not require the use of sophisticated
algorithms or complicated techniques.
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1. Introduction

In the field of artificial intelligence, continual learning [1], which involves
learning tasks in succession without forgetting previously trained tasks, is a
longstanding challenge in the field of artificial intelligence. Artificial neural
networks tend to forget old concepts when learning new ones, and thus, continual
learning aims to learn from multiple streams of data and store the knowledge for
future use.
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In recent years, alternative solutions have emerged to address this
problem, such as the Elastic Weight Consolidation (EWC) method [2, 3], which
extends the memory lifetime and allows multiple tasks to be performed
successively by slowing down learning on certain weights that are important for
those tasks. In EWC method, when learning a task, the multi-layer perceptron
adjusts the set of parameters (weights and bias) to optimize performance. When
learning task B, EWC maintains the performance in task A by fixing the
parameters to stay close to the value in task A. However, such method only
extends the memory lifetime instead of preventing loss of memory.

This report proposes an alternative method for achieving continual
learning using a purely computational approach based on Convolutional Neural
Networks (CNNS) [4, 5, 6] built upon TensorFlow. The CNNs are used to perform
two consecutive tasks: identity recognition (task A) and gender recognition (task
B) using different labels for each task. The Olivetti Face Database [7] is used as
the data source, consisting of forty people's faces, with ten pictures for each
person with different facial expressions. Task A is labeled by each person's name,
while task B is labeled by gender, resulting in 40 possible outputs and 2 possible
outputs, respectively.

The key to achieving continual learning in this method is in how fully
connected layers [8, 9, 10, 11] are used to classify features with two different
labels. During the first task, the entire Neural Network is trained, while only the
fully connected layers are trained during the second task using different labels.
Specifically, the network first undergoes convolution and pooling, which is a
common operation for both tasks, and this operation needs to be done only once,
regardless of the number of tasks. The next step is to train the fully connected
layers to perform task A by labeling each person's face by their name. When
training task B, only the fully connected layers are retrained using a different set
of labeling to classify the images by gender.

This report is organized in the following way. Section 2 presents the
implementation of continual learning using CNNs and demonstrates how to tune
the parameters in the python code to improve accuracy for both tasks. Besides, the
advantages and disadvantages of different approaches are discussed. In Section 3,
the report concludes by discussing the future improvements that can be made in
this area.

2. Implementation

For both task A (identity recognition) and task B (gender recognition), we
utilized the Olivetti database [7] (formerly known as ‘'The ORL Database of Faces'
from ATT and Cambridge University Computer Laboratory [15]). This database
contains grayscale images of 40 individuals' faces, including 36 males and 4
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females, with 10 pictures per person featuring different facial expressions and
angles, for a total of 400 images. We selected the Olivetti database as it was easier

to generate gender labels.

300 pictures being

there are in total
8 pictures per person) and 100 pictures for testing and cross

The data was randomly divided in two parts for the process of training and
respectively. For each person's face,

-3 pictures per person). Please refer to Fig. 1 for the complete
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Fig. 1. Olivetti face database [7].
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To create the CNN, we employed Keras and designed four layers, starting
with a convolutional layer that links to a pooling layer, followed by another
convolutional layer and another pooling layer. After several rounds of tuning, we
established the best layer design, based on previous work [11] that utilized the
Olivetti database for face recognition with CNN. The optimal model concludes
with a flattened layer that serves as input to the fully connected layers of the
Neural Network, consisting of three hidden layers and one output layer. Please see
Fig. 2 for a detailed depiction of the final Neural Network.
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Fig. 2. Face identity and gender recognition Neural Network.

Subsection 2.2 will show the tuning process and the selection of
hyperparameters. The hyperparameters include activation functions, kernels sizes,
pooling sizes, stride sizes, learning rates, number of neurons in any fully
connected layers, and numbers of epoch and batches.

2.1. Learning Process

The first problem is how to label two tasks, respectively. we designated
the label as a vector of 40 zeros (0,0,0,0...0) to signify a male and a vector of 40
ones (1,1,1,1...1) to indicate a female label. However, the neural network (NN)
was incapable of learning this task using Categorical Crossentropy [16, 17, 18],
which necessitates at least one of the outputs to be 1 simultaneously. Therefore,
we transformed the gender labels to (1,0,0,0...0) for males and (0,0,0...,1) for
females to keep the output layer the same as the identity recognition task.
Nevertheless, this led to more transfer learning and reduced accuracy in the first
task when learning the second task, making continuous learning unfeasible. We
require a method to deactivate all the unnecessary neurons in the first task not
required for the second task. However, this method has not yet been implemented
in Keras. Therefore, a new output layer with just two neurons needs to be added
for the second task.

We experimented with three different methods to learn the second task of
gender recognition without losing learning from the first task of identity
recognition. The first method involved starting with a model that learns identity
first and then gender using the full neural network for the training process of both
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tasks. However, the results were catastrophic, losing complete accuracy of the
first task after learning the second task.

The second method entailed training only the output layer for the second
task of gender recognition after the first task of identity recognition is completed.
We saved the weights after training the first task and then loaded them to perform
the second task. However, this led to substantial learning loss (1.88) after learning
just a little gender recognition. In contrast, if the gender recognition task was
learned first, it was impossible to learn the identity recognition task since the
accuracy was only 3%. This is because the gender recognition task demands a
smaller classifier (two useful neurons) compared to the identity recognition task
(40 useful neurons).

The third method is parallel learning (learning both tasks at the same
time). In parallel learning, two different outputs and the same neural network is
being used. By comparing the results of parallel learning and the first two
methods, the last Neural Network model was a combination of the re-training of
the last layer in parallel for the output of the first identity task and the second task
of gender identification. After running parallel learning, both tasks were learned
simultaneously with a very good value of loss function (identity task 1.37, gender
task 1.24) and a high accuracy (identity task 94%, gender task 95%).

The success of parallel learning lies in the way of labeling. The ideal
solution for continuous learning is to re-train the entire output layer when training
the second task and to deactivate neurons that are not in need. This could be the
next step in the learning process, implementing these features in Keras.

2.2. Tuning Hyperparameters

The purpose of the Input Layer is to receive 300 training pictures and to
shape them in a way that can be used for the first Convolutional layer.

There are 24 filters in Convolutional Layer 1. In the first method, we use
only 16 filters, and we found that the loss and accuracy was slightly better with 24
filters. Given that the Olivetti database contains complex data, we retained the 24
filters. The Kernel is a 5 x 5 dimensions matrix, and we experimented using 3 x 3
dimensions, which did not yield any significant improvement in accuracy,
although it helped to reduce the dimension of the data. The Stride is 1x1
dimensions matrix, which provides the best accuracy. The Rectified Linear Unit
(ReLU) activation function was used, as it can reduce the error loss (We also tried
the Scaled Exponential Linear Unit (SeLU) and Sigmoid functions, but they did
not yield better results).

The Pooling Layer 1 is to reduce the dimension of data, in which a 2x2
dimension matrix with Max function is being used.
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There are 12 filters in Convolutional layer 2. We initially used 8 filters but
found that accuracy improved when we used 12 filters. We found that using a
Kernel of 3x3 dimension and a Stride of 1x1 dimension produced the best
accuracy. The ReLU activation function was used again.

The Pooling layer 2 is used to further reduce the dimensionality of the
data, using a 2x2 dimension matrix with a Max function.

We experimented with adding a third Convolutional layer and Pooling
layer, but found that it did not result in any significant improvement in accuracy
for either task.

The Flatten layer comprises 26,208 neurons and serves as the starting
point of the fully connected Neural Network.

For Dense Layer 1, we experimented with different numbers of neurons
(7000, 6000, 5000, 10000), but found that the layer produced similar accuracy
when completing the task of identity recognition after completing the gender task.
A Sigmoid activation function is being used, as it produced the best loss value due
to the non-linearity of the data.

Backnormalization [19, 20] was applied to reduce the range of the values
in the layer and speed up the training process of the first task without losing
accuracy. Even by adding more of this type of layer to any dense layer, there was
little to no improvement in accuracy.

For Dense Layer 2, more weights are assigned to prevent forgetting the
first task of identity recognition. There are 5000 neurons in Dense Layer 2.
Besides, using 1000 neurons did not result in high accuracy for the first task. A
Sigmoid activation function was used.

For Dense Layer 3, more weights are assigned to prevent forgetting the
first task. Dense Layer 3 comprises a layer of 500 neurons. A Sigmoid activation
function was used.

The Identity Layer serves as the output layer for face recognition of 40
people, with 40 neurons and a Softmax activation function that produces values of
the output as 0 or 1. This layer is used in both models.

The layer for gender recognition is an output layer of 2 neurons that
classifies male and female, using a Softmax activation function to produce values
of the output as O or 1.

The network uses the Categorical Crossentropy function as its Loss
Function

E(F0)) = —y ‘log(f@) = A —y)-(1-fQ) Eq. (1)

Equation. (1) helps the network to learn both tasks at the same time by
turning the learning rates of some layers to 0 in order to freeze values. The weight
needs to be kept same as it was learned in the first task.
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The optimizer function is rmsprop [8]

’W(t) = meansquatr(W(t —1)-09+ 0.1 - (:—5/)2 Eq. (2)

The purpose to tune Epochs is to tune the number of epochs that can help
improve accuracy (see Fig. 6 and Fig. 7).
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Fig. 6. Accuracy vs. Epochs at first training task needed to continue the learning after the parallel
training of the identity and gender task.
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Fig. 7. Loss vs. Epochs at first training task needed to continue the learning after the parallel
training of the identity and gender task.
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Learning Rate vs Loss of Error after test
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Fig. 8. Loss of error vs. learning rates after testing.
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Fig. 9. Learning rates vs. Accuracy of task after testing.
3. Conclusions

In this paper, Continual Learning is achieved with an accuracy of 94% for
both tasks. The Convolutional Neural Network uses a flexible loss function,
Categorical Crossentropy, and a fully connected Neural Network that continues to
learn the first task of identity recognition while simultaneously learning the
second task of gender recognition. While the second task cannot be trained with
the same output layer as the first task, it can be trained with a different output
layer in parallel with the last layer of the first task. Notably, the network not only
learns the second task, but also improves accuracy and reduces loss error for the
identity recognition (first) task (Fig. 8 and Fig. 9). Besides, it is important to note
that the first task has to be the more complex one of the two task (identity
recognition is more complex than gender recognition) in order to realize continual
learning. When the task of gender recognition is being trained first, the weights of
the fully connected neural network were not adequate for learning the identity
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recognition task by training only the output layers. Keras is a powerful tool for
CNN implementation that helps to speed up the network, and while it does have
limitations, new functions can be added to enable the achievement of such goals.
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