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ON EFFICIENCY CONDITIONS FOR NEW CONSTRAINED
MINIMUM PROBLEM

Ariana PITEA!

Consideram problema (MP) de minimizare a unui vector de functionale in-
tegrale curbilinii restrictionate cu EDP gi/sau IDP. In doud lucrdri anterioare
[5], [6], am studiat conditii necesare de eficientd pentru problema (MP) si am
introdus un nou tip de dualitate. Scopul acestei lucrari este de a introduce §i
studia conditii suficiente de eficientd a unei solutii realizabile a problemei (MP).
Rezultatele prezentate in §2 sunt originale.

Consider the problem (MP) of minimizing a vector of functionals of curvilinear
integrals subject to PDE and/or PDI constraints. In two previous papers [5], [6],
we studied efficiency necessary conditions for the problem (MP) and we introduced
a new type of duality. The aim of this work is to introduce and study sufficient
conditions for the efficiency of a feasible solution of the problem (MP). The results
discussed in §2 are new.
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1. Introduction and preliminaries

Let (T,h) and (M,g) be Riemannian manifolds of dimensions p and n, re-
spectively. Denote by t = (t%) and x = (2') the local coordinates on T and M,
respectively. Let J(T, M) be the first order jet bundle associated to T and M.

Using the product order relation on RP, the hyperparallelepiped €2 ;,, in RP,
with the diagonal opposite points tg = (t3,...,t5) and t; = (#,...,t]), can be
written as being the interval [tg,t1]. Suppose i is a piecewise Cl-class curve
joining the points ty and %1.

The closed Lagrange 1-form densities of C*°-class

fa=(fY: JUT, M) > R", ¢=T,r, a=Tp,
determine the following path independent functionals

Ftz()) = C(t,x , (1)) dt™
(x()) / St (t), 2 (1)) dt

to-t1

where . (t) = a—;:(t), v =1, p are partial velocities.
The closeness conditions (complete integrability conditions) are Dgfs = Dy, fg
a,8=1,p, a# B, £ =1,r, where Dg is the total derivative.
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We accept that the Lagrange matrices densities
g =(g): J'(T, M) - R™,
h = (hY): JYT, M) — R%,

1,s, b=1,m, m<n,
1,s

a =
a =

b=1,q, ¢ <n,
of C*-class, define the partial differential inequations (PDI) (of evolution)
g(t,x(t), 24 (8) = 0, € Dyory,s (1)
and the partial differential equations (PDE) (of evolution)
h(t,z(t),z,(t)) =0, t€ Q- (2)

On the set C°(y, 1, M) of all functions z: Q4 — M of C*°-class, we set
the norm

P
Izl = l|zlloo + D lzalloo-
a=1
We consider the vector of functionals
F(z(-)) :/ fa(t,x(t),z(1) dt® = (FH(2()), ..., F"(2())
'Vto,tl

and we would like to obtain sufficient efficiency conditions for problem (MP),
m(il)ﬂ F(z())

subject to

z(to) = o, x(t1) = a1,

g(t,fb(t),.f»y(t)) é 07 le Qto,tlv
h’(t7x<t)7x'7(t)> = 07 te Qto,tly

(MP)

a PDI and/or PDE-constrained minimum problem.
Throughout our work, we denote by

?(Qto,tl) = {1‘ S COO(Qtoﬂan) ’x(to) = X0, w(tl) =1, g<t7x(t)7x’7(t)) =0,
h(t,z(t),zy(t)) =0, t € Qo 4, }

the set of all feasible solutions of the problem (MP).

In their works [5], [6], Ariana Pitea, C. Udriste and St. Mititelu introduced
and studied the multi-time multi-objective variational problem (MP) of minimizing
a vector of path independent curvilinear functionals. More exactly, they gave nec-
essary conditions for the efficiency of a feasible solution of the problem (MP) and
studied new types of dualities.

In our work, some sufficient efficiency conditions for the problem (MP) are
given. To develop our results, we need the following background [5].

Definition 1.1. A feasible solution z°(-) € F(€, 4, ) is called efficient point for the
program (MP) if and only if for any feasible solution z(-) € F(£, 4, ), the inequality
F(z()) < F(2°(+)) implies the equality F(z(-)) = F(z°(")).

Definition 1.2. Let z° be an optimal solution of the problem (MP). Suppose there
are in R" the vector A° having all components nonnegative but at least one positive
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and the smooth matrix functions p: (¢, — R™P and v: () ¢, — R?P such that

9 o
<, a—i(t, 20, 3(0) > + < pa(0), S (1,0°(0), 25(0) >
of

+ < v (t), g};(t,wo(t),x;(t)) > —D’y( < A, T%(t,mo(t),xfy(t)) >

< (0, 2 (4, (1), 05(8) > < (), (1,20 (8), 25 (1)) > ) o,

Oy
t €Nyt a=1,p (Euler-Lagrange PDEs).

99
’ 0z~

Then z°(-) is called a normal optimal solution of problem (MP).

Theorem 1.1. Let 2°(-) be a point from F(Quy+,). If x°(-) is a normal efficient so-
lution of the problem (MP), then there exist a vector \° € R" and the smooth matrix
functions p(t) = (uo(t)), v(t) = (v3(t)), which satisfy the following conditions

e

( < A%, %(t,xo(t),xf’y(t)) > 4+ < pg (), %(t,xo(t),xz(t)) >

+ < V5 (1), %(t,x°(t),x§(t)) > —ny( < A%, %(t,xo(t),xz(t)) >

+ < pg(t), 5—(t,2°(t), 25(t)) >+ < wg(t), Oh 4w 1),25(8)) > ) =0,

0~ T
t € Qyuy, a=1,p (Euler — Lagrange PDEs)
< Ng(t)’g(taxo(t)vxff(t)) >= 07 te Qt07t17 o = 1apa
pa(t) 20, te€Qyy, a= 1,p,
A° >0,
<e XN >=1, e=(1,...,1) eR".

99
’ Oxy

2. Sufficient conditions of efficiency

In this section, we present certain sufficient conditions of efficiency for the
problem (MP), using the (p, b)-quasiinvexity.

Let p be a real number, b: C(Qyy4,, M) x C®°(Qy 1, M) — [0,00) a func-
tional, and a = (aq), @ = 1,p, a closed 1-form. To a we associate the curvilinear
integral

A(x(~)):/ a(t, 2(t), 14 (t))dte.
Y

to,t1

Definition 2.1. The functional A is called [strictly] (p,b)-quasiinvexr at the point
2°(+) if there exists a vector function n: J1(Q, 4., M) x J1(Qiyt,, M) — R™, van-
ishing at the point (¢,z°(t), 25(t), 2°(t), z5(t)), and the functional 6 defined on the
domain C*°(Qy+,, M) x C®°(Qyy+,, M) to R™, such that for any z(-) [x(-) # z°(-)],
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the following implication holds

(A(z() = A(=°())) = (b(x('),x°('))/ {< ot x(t), 2, (8), 2°(1), 25(t)) ,
Tt

0-t1

%(uxo(t)aw'oy(t)) >+ < DV”(L‘r(t)7$’)’(t)7wo(t)7xfy(t))?

o (6, 2°(), 25(1)) >}dt?[<] = - pb(ﬂ«"(')ax°(-))H9(x(')7:v°('))|!2> :

Oz,
The next theorem is the main result of this work.

Theorem 2.1. Let us consider the feasible solution z°(-), the vector A\° and the
functions p°(+) and v°(-) from Theorem 1.1, satisfying the relations (MV).
Suppose that the following conditions are satisfied:

a) for each £ = 1,7, the functional F*(z(-)) = / Fh(t, 2 (t), ., ())dt™ is
g

to,t1

(p%,b)-quasiinvez at the point x°(-) with respect to n and 6;

b) the functional/ < g (t), g(t, x(t), z(t)) > dt is (p2,b) -quasiinvex at
Tto,t1

the point z°(-) with respect to n and 6;

c) the functional/ < v (t), h(t,z(t), zy(t)) > dt* is (p3,b)-quasiinvexr at
Ttg.ty

the point z°(-) with respect to n and 6;

d) one of the integrals of a)-c) is (p%,b), (p2,b) or (ps,b)-strictly quasiinvez
at the point z°(-);

e) Agpi + p2+p3 = 0.
Then the point x°(+) is an efficient solution of the problem (MP).

Proof. Let us suppose that the point z°(+) is not an efficient solution for the problem
(MP). Then, there is a feasible solution x(-) for the problem (MP), such that for
each £ = 1,7, F*(z(-)) < F(2°(-)), the case z(-) = 2°(-) being excluded.

According to condition a), it follows

l
o) [ | < nttate) 0,070,500, G2 00700300 >
[¢] (¢] affé o o (64
+< D’yn(tal'(t)vm’}’(t)vl‘ (t)vl'q/(t)%aix’y(t’x (t),fb,y(t)) > |dt
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Multiplying each inequality by A9, ¢ = 1,7 and summing from £ = 1 to r, we
obtain

b(x()7x°())/ [ < 77(75,x(t),xv(t),xo(t),ﬁ;(t)), < \°, aaj;a(t,xo(t), x?y(t)) >>
Vtost1
o o o afa o o o
+ < Dyn(t, z(t), (1), 2°(t), 25(t)), < A ,a—x’y(t,x (t),z5(t)) >> |dt
< = A2pib( (), 2 ()0(x (), 2° ()] (3)

By applying the property b), the following relation

/

< o (t), gt x(t), 24 (1)) > di® = / < g (1), g(t, 2°(t), 25 (t)) > di®

to,tq VYtg,t1
leads us to
b(a( )>w°('))/ [ <n(t, x(t), 24 (1), 2°(t), 25(1)), < pa(t), %(t a®(t), 25 (1)) >>

+ < Dayn(t, (1), (), 2°(), 25(1)), < pa (2), (fii(t, 2°(t), 25(t)) >> |dt*

< = pab(a(), 2°())[10(x(), 2°()) . (4)

Taking into account the condition c), the equality

/ < V2(8), h(t, (), 24 (t)) > dt* = / < V() h(t, 2°(8), 25 (t)) > dt®
Tt Y

0-t1 to,t1

implies

[ <t x(t), 2 (), 2°(1), 25(1)), < va (1), gZ(t,f(t),xi(t)) >>

+ < Dan(t, z(t), v (1), 2°(t), 25(¢)), < v (t), g{(t,xo(t),wz(t)) >> | dt?

< — psb(a(-), 2°())[10(x(-), 2°()) . ()



66 Ariana PITEA

Summing side by side the relations (3), (4), (5) and using the condition d), it
follows

b(x(-),:c°(-))/ <ty 2(t), 2y (t), 2°(1), 25(1)), < A%, %(tw"(t),fvi(t)) >

+ < (), %

oe, (t,2°(¢), z5(t)) >> dt

< = (36 4 o2+ pa) D)2 (Bl 2D
This inequality implies that b(z(-),z°(-)) > 0, and we obtain

/ <n(t,z(t), x4 (1), 2°(1), 25(1)), < A°, %(t,:p"(t),xg(t)) >

to,t1

+ < pg (1), @(t, z°(t), z5(t)) > + < vg(t), on

ox O (t’x (t),%,y(t)) >> dt

+L < Dot a(t), a5 (1), a°(6),25 (1), < X°, 5 7(t,g;O(lt),a;;(t)) >

to.t1

+ < pa(t), 5= 2°(1), 25(1) > + < vg(t), 5 —

99
" Oxy

<= (20 + p2 ot pa) (), 2 ()
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that is
9 6] o o
[ <ttt @00 0,050, < X 2 (0a(0,050) >
VTto,t1
0 0
<), 22 (0,2°(0),05(00) >+ < VR, S (1,2°(0), 25(1)) >> di®

0fa

+L D7< <t (). (0, (1), 25 1), < X7,

to,t1

(t,2°(t), 25(1)) >

[¢] 8 [¢] o [e] 6h
<R, o (1), a5 (6) > + < R, 5
v

5 (t, 2°(t), 25 (1)) >> )dta

- / < n(t,x<t>,x7<t>,x°<t>,xz<t>>,m( <X Aoy o n), a0 >
8l Y

to,t1

(t,2°(8),22(1) > + < w2 (1), 2

+< (1) =
5

g o [e] (0%
’873&, (t,2°(t), z5(t)) > > > dt

<= (N6 + 2+ ps) 10 (), 2°())]

Taking into account one of the conditions (MV), the previous inequality be-
comes

/

D7< <t z(t), vy (1), 2°(t), 25(t)), < A%, Z;J;j(t’ z°(t), 25(t)) >

tost1

+ < pa(t), ;i(t,w°(t),xi(t>) >+ < S(t), ;Z(t,ﬁ(t),x;(t)) >> )dta

<= (A6 + 2+ p3) 10, 2 ()%
According to [9], §9, we have the following
Lemma 2.1. A total divergence is equal to a total derivative.

Therefore, the left hand side of the previous inequality is null, and we obtain
0 < — (Agpf + p2 + p3) |6(z(-),2°())||%. Since [|6(z(-),2z°())| is positive, it follows
a contradiction.

Thus, the point 2°(-) is an efficient solution for the problem (MP). O

By replacing the integrals from hypotheses b), ¢) of Theorem 2.1 by the integral

[ [< gttt a50) > + < va@)hit.a(o).a(6) > dr°

oty

the following statement is obtained.

Corollary 2.1. Let us consider the vector \°, a feasible solution x°(-) of problem
(MP) and the functions u°(-), v°(-) which satisfy the relations (MV). Suppose that
the following conditions are fulfilled:
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a) for each ¢ = 1,7, the functional F*(x / FE(t 2 (t), x,())dt™ is
t t

(p%,b)-quasiinvez at the point x°(-) with respect to n and 6;
b) the functional

[ 1< 000 0(0).,(0) > + < R0, bt 0(0) (1) > e
Ttg,t1
s (p2, b)-quasiinvex at the point x°(-) with respect to n and 0;

c) one of the integrals of a) or b) is strictly-quasiinvex at the point x°(-) with
respect ton and 0;

d) A2pi + p2 > 0.

Then the point z°(+) is an efficient solution of the problem (MP).

3. Conclusions

We considered the problem (MP) of minimizing a vector of functionals of
curvilinear integrals subject to PDE and/or PDI constraints. In this work, we
introduced and studied sufficient conditions for the efficiency of a feasible solution
of the problem (MP). The present study completes our previous results included in
papers [4], [5], [6], where we studied efficiency necessary conditions for the problem
(MP) and we introduced a new type of duality. For other significant advances related
to this subject, the reader is encouraged to study [1]+[10] and references therein.
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