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ABOUT PROBABILITIES ON LUKASIEWICZ-MOISIL
ALGEBRAS (1)

Vlad BOICESCU'

In aceastd lucrare, prezentim unele proprietdti ale unui gen de probabilitdfi
pe algebre Lukasiewicz — Moisil.

In this paper, we present some properties of a kind of states on Lukasiewicz —
Moisil algebras.
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1. Introduction

In classical probability theory the set of events has a structure of Boolean
algebra, because we use the Boolean logic. If we consider another logic, the set of
events has on algebraic structure defined by the associated Lindenbaum — Tarski
algebra. If we consider the n — valued Moisil logic, the set of events is a
Lukasiewicz — Moisil algebra (n-valued). Is more difficult to define the notion of
probability (= state) in this case. In [3] the authors study a state on a Lukasiewicz
— Moisil algebra similar to the states on a MV, — algebra. In a Boolean algebra,
the states we defined in terms of the biresiduum.

This remark can be extended to Lukasiewicz — Moisil algebra [4]
considering three biresidual pc, pu, and pw. The corresponding p — states are
connected to their restriction to the Boolean center. In our paper we consider
another biresiduum py, and we define py, — states. Their study is similar to py —
states. We study also conditional py — states and continuous py — states.

2. Definitions. Preliminaries.

2.1. States on Boolean algebras

Consider a Boolean algebra (B,V,A,—,0,1).

Definiton 2.1.1. A function m : B — [0,1] is a state on B, if the following
conditions holds:

@ m(xv y)=m(x)+m(y),if xAy=0.
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)

m(l)=1.

Proposition 2.1.2. If m : B — [0,1], the following are equivalent:

@
ey

m 1is a state on B.
I+m(xrny)=m(xvy)+m(S,(x,y), xyeB,
m(0)=0, m(l)=1.

In this proposition the bresidunm S, : BxB — B,

Is defined by S,(x,y)=(x—> y)A(y > x), where x—y is the Boolean

implication x &> y=xV y.

We have the following well-known lemma.
Lemma 2.1.3. If m is a state on B, the following properties hold for any

X, v,ze€B:
@
(1)
(1)
Iv)
V)
(VD)

m(x v y)=m(x)+m(y)-m(x A y).
m( )— 1-m(x).

s 7 3)= m(x)-m(x 1 ).
x<y=m(x)<m(y).

(x—)y)—l m(x )+m(x/\y).
[4] m(z)+ m(x AYA z) = m((x \ y)/\ z)+ m(SB (x,y)/\ z). This is
the generalization of the condition 2.1.2 (II).

2.2. Lukasiewicz — Moisil algebras

The n-valued Lukasiewicz — Moisil algebras were introduced by Moisil
[5]. They are algebraic models for Moisil logics [1]. An extensive study of

Lukasiewicz —

Moisil algebras is the monograph [1].

Definition 2.2.1. A n - valued Lukasiewicz — Moisil algebra (LM algebra),
n > 21s an algebra (A, VAN, {pi lieln- 1,0,1) such that:

@D
(1)
(I1I)

(Iv)
V)
(VD
(VID)

(4,v,A,N,0,1) is a De Morgan algebra.
p; - A— A are lattice endomorphisms. (i eln- 1),

pixv Npx=1pxANpx=0, for any i xed, (pare
chrysippian endomorphisms).

Piop;=p; Vi

i<j=p, Sp’j, Vi, ]j.

p;oN=Nop ., Vi

(Vi )(pl.x =p, y) = x =y (Moisil’s determination principle).
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Define the center of a LM algebra A by C|A| = {x € A|xis a chrysippian

element}. C|A| is a Boolean algebra and we have:
Proposition 2.2.2. [1]If A is a LM algebras the following hold:
I xeCld)e px=x, Vi (Eli)(pixzx)@
xvNx=1<xANx=0.

()  If v x, exists for a family (x,)i el,icl

then p, (v xi): .v[pjxi , for any j=1ILn-1, and if X exists, then
pj(/\xi): APX;s forany j=I1n—-1.
am If VX, exists for x family (x, )id, then N v x, = A Nx; and its

iel iel
dual.
(IV) If v, exists for a family (x,)ie/,then xAv x, =v(xAx,),

iel iel iel
for any x € 4 and its dual.
V) px<x<p,,x,VxeAd

n—2

Example 2.2.3. The n — element chain 0 < <..< <l isalLM

n—1 n-—
algebra with operations

N(—] j:l— Tt B oy

n—1 n-1 n—1
i 0,i+j<n
pi(sz ) J j=0n-1i=1In-1
n—1 Li+j>n

We note this algebraby L, .
Example 224. Let B be a Boolean algebra. The set
Bl = {(x1~~-xn71)€ B"x, < x, <. < xH} is a LM algebra, if we put

N(x,,..,x,)= (xnf],...,xj), and  p,(x,,..x,,)=(x,,..x,), for i=Ln—-1,
C(B[’H]): {(x,...,x]x € B}; B.If A is a LM algebra, the map p.: 4 — (CA)['H]
defined by p(x)=(p,n,...,p, ;x),¥x € 4 is a monomorphism and p becames an
isomorphism iff 4 is a Post algebra.

3 p,, -stateson LM algebras

In this section 4 is a LM algebra.
Definition 3.1. [3] A function s : 4 — [0,1] is a state on 4, if the following

conditions hold:
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M s'(xvy)=sx)+s(y)-s(xry) xyed

1 s(0)=0,s(1)=1
S(pl’x)+"'+s(pn—1x)

III =

a1 502 -

Lemma 3.2. [3] If s as a state on 4, s|C(A) is a state on the Boolean

, xed

algebra C(4) and conversely of m is state on the Boolean algebra C(4), there
exists a unique state s on 4 such that s|C (A)=m.

On A4 we have many implications (residua). For instance
n—1

n—1
x—>y=yv ANpxvpy) (Heyting implication), x> y=n(px—py),

(4)
(Cignoli implication) x;)Np]x v ¥ (Monteiro implication)/ The corresponding
biresidua are

pulry)=lr>y)aly—x)

n—1
Pe(x.y)= A Sciy(px. py)
pu ()=l y)aly—x)
The next definition is suggested by Proposition 2.1.2.
Definition 3.3. If pe{p,,p..p, ), afunction s: 4—[0,1] isa p- state
on 4 if it satisfies the conditions:
I+s(xany)=s(xvy)+s(plx,y) xyeds0)=0s)=1.
p,, - states and p,. —states were studied in [4].
In our paper we talk about p,, - states.

Proposition 3.4. The following properties hold:
DO x<y=> X—>= 1

(1D xSy@pix;)piyzl, i=ILn—-1
(II1) x;)plx:].

(V) py, |C(A) = SC(A)'
V) SC(A)(IOI (x)’pJ’) =Pi1Pu (x’y)
Proof. (I), (IT), (IIT) are known. See for instance [2]. For (V) we have
SC(A)(p] (X),,OI (y)) = (NPJX Vv sz/)/\ (Np1y Vv pzx) =
= p,(No, X v y)n p,(Npyy v x)= p,(Np, X v y) A (Np,y v x)= p,py (x.7)
Note S,y =S and p,, =p.
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Remark 3.5. If s is a p- state on 4, s|C(A) is a state on the Boolean
algebra C(4).

Proposition 3.6. If s is - p state on 4, then s(x)=s(p,x), forany x e 4.

Proof. Take y = p,(x), in the first condition of Definition 3.3:

1+5(xa pyx)=sxv p,(x)+ s(p(x, p,x)) s0
I+ S(pIx) = S(x)+ S(p(x, p1x))
by Proposition 2.2.2. (V) and
s(p(x. px))=sllpx = x)ale— p,x))=
=s(IA1)=s(I)=1 by Proposition 3.4., so
s(x)=s(p;x)

Proposition 3.7. If s is a p - state on 4, the following properties hold for
any x,y,z€ A:

@ sxvy)=s(x)+s(y)-s(xay)

an s(N,)=1-s(p, ,x)s(Np,x)=1- S|x)

) x<y= s(x)S s

(V) s(x A Ny)=s(x)-

V) s(x—)y) 1- s( ) s(x/\y)

(VD s( )+s(x/\ VAZ ) S((xv y)/\ z)+ s(p(x/\ y)/\ z)

Proof.

@ S(xvy) S(pl(xvy))_s(plxvply):
(plx)+s(p1y) (p]n/\ply):
=s(x)+s(y)=s(x n y)
an  s(Nx)=s(p,Nx)=s(Np, ,x)=1-s(p, ,x) so

( ) I- S(pn Ipl) 1- S(x)

I x< :>p,x<p,y:>s(p, )<s(p,y):s(x)$s(y)

(V) s(xANy)=s(p,xv Np, ,v)=s(p,x)-s(pxny, ,y)=
= S(X)—S(x VAN ,0’171_)/)

V) sle—y)=s(Np,x v v) = s(Npyxv o) =
=1-s(p,x)+s(p,y)-s(Np,x A p,y)=
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—s(p,y)+s(py A ppx)=1-s(x)+s(xny)
VD) s(z)+s(x Ay nz)=s(p,2)+s(p,x A p,yAp,z)=
s(loxv o)A pi2)+5(S((0,x,0,9) 1 p12) =
=s(p,(xv y)ap,2))+s(p,p(x.¥) A pi2)  s0
s(z)+s(xryaz)=s((xv y)az)+s(o(x,y)Az)
Proposition 3.7 is a L M version of Proposition 2.1.3.
Proposition 3.8. If m is a state on Boolean algebra C(4), then there exists
a unique p - state s on 4 such that s|C(A) =m.
Proof. Consider the function s.:4— [0,]] defined by s=mop,. By
Proposition 2.1.2 we have:
I+ S(x A y) =1+ m(pJX A ,01)/’) = m(p1x v pzy)+ M(S(,le,ply)) =
= m(p, (xv y))+m(p,(plx, 7)) = s(ev )+ s(p(x. 7))
If x € C(4),5(x)=m(p,x) = m(x). The unicity of s is trivial.

Corollary 3.9.

@ sisa p - state on 4 iff s(x)=s(p,x) and s|C(A) is a state on
the Boolean algebra C(4), where s is a function s : 4 — [0,1].

(10 There is a bijection between the set of , - states on 4 and the

set of states on the Boolean algebra C(4).
Example 3.10. Let L, :{Oé,l} be the there valued Lukasiewicz —

Moisil  algebra. (Example 2.2.3). The wunique state, on L; is

s 1 +s 1
s i = " 2 " 2) _ i the unique — state on L3 is
2 2 2’ e pu ;

1 1 . . 1 1
sl(zj:sl(pz Ej:], the unique p y — state on L; is sz(szsz(pJ Eij.

They are distinct. In this algebra we have not p ¢ — states.

Example 3.11. Consider the three valued Lukasiewicz — Moisil algebra
L,xL,. In [4] is proved that the function

s(0,0)= s[(),éj =5(0,1)=0,s(10)= S[]éj =s(1,1)= Iis the unique pc — state

on L,xL,. But s(x)=s(p,x) and s|C(A) is a state on the Boolean algebra C(4).
By Corollary 3.9 (I) s is a p js — state. Analogously s is a p y — state and a state. If



About probabilities on Lukasiewicz-Moisil algebras 43

we put m(0,1)= é and m(1,0)= % m(0,0)=0, m(1,1)=1, m is a state on C(4) and

it defines by Proposition 3.8, Proposition 9 [4] and Proposition 3.4 [3], the p » —

state s{()é)zo, SI(Iéj:é’ the ppy — state s{(),éjzé,s{]éj:], the

1 1 1y 5
state s;| 0,— |=—, ;| I,— |=—.
2) 6 2) 6
In this case the four sets of ,,states” are distinct, but not disjoint.

Remark 3.12. If m is a state on the Boolean algebra C(4), then the p » —
mop,+mop,+..+mop, ,
n—1
s, =mo p, , satisfy the inequalities: s, < s <s,. By the previous examples they

state s, =mo p,, the state s = , and the p y — state

can be distinct. But we have:
Proposition 3.13. If s is a p ) — state on 4, the following conditions are

equivalent:
D s a state on A4

1) s(pn_Jx) = s(x),x eAd
(Im) sisa py—stateon 4
Proof. (I)=>(Il): we have s(x)=s(p,x) and by Definition 3.1 (III) it

n—1

follows that (1 —2)s(x)= Zs(pix). But s(x)<s(p,x)<s(p,x)<...<s(p, x).

i=2

This implies s(x) = s(pn_lx).

(I) = {I): we must verify the condition of Definition 3.3:
1+s5(xny)=1+s(p,(xny)=1+5(p,nnp,,y)=
=s(p,.xv p, ) +5(8(p, % o ¥)) = s(p, (xv p))+
+5(0,0P0 (6. ¥)) = s(e v y)+5(p, (x, )

(1 = (D: s(x) = s(plx) = s(pzx) =..= s(pn_Jx) and by Proposition 8 [4],
s(xv y)=s(x)+s(y)-s(x A y).

Proposition 3.14.
a) If m is a state on a Boolean algebra B, then there is a unique p- state s on B [-1)
such that s(x,--- x) = m(x), for every x € B.
b) If 4 is a LM algebra and m is a p - states on A, there is a unique p-state s on

C (A)[H] such that s(p(x))=m(x), forany xe 4.
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Proof. a) The application x > (x,...x) defines an isomorphism between
the Boolean algebra B and C(B[”’]]), so m'(x,...x) = m(x) is a state on the Boolean
algebra C(B [~ ]) and we apply Proposition 3.8.

b) The application p: 4 —> C (A)[H] induces an isomorphism between centers.
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