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SOME APPLICATIONS OF THE HILBERT TRANSFORM 

 

Ştefania Constantinescu1 

În acest articol, se dau unele proprietăţi ale transformării Hilbert, cu 
interpretări în teoria matematică a semnalelor aleatoare. Este studiată 
reprezentarea semnalelor analitice ca o generalizare a formei complexe a 
semnalelor sinusoidale, un rol special fiind acordat proprietăţilor spectrale, legate 
de conceptul de densitate de putere. Este de asemenea analizat un exemplu practic 
din domeniul circuitelor electronice.  

In this paper we recall some properties of the Hilbert transform interpreted 
in terms of the mathematical theory of the random signals. We study the 
representation of the analitical signals as a generalization of the complex form of 
the sinusoidal signals, a special part being focused on the spectral properties, in 
connection with the concept of power density. It is also presented an example taken 
from practice of the electronic circuits. 

Keywords: Fourier transform, Hilbert transform, analytical representation. 

1. Introduction 

By making use of the Hilbert transform, one can describe some 
constructions used in the signal theory in mathematical rigorous terms. In this 
paper, one recalls the main facts regarding the Hilbert transform and one analyzes 
some concepts like that of analytic associated signal, convolution filters, spectral 
densities of stationary random signal. 

2. On the Hilbert transform  

Let ݄ ׷ Թ ื ԧ be a function from ܮଶ ൌ ݂ ଶሺԹሻ. For anyܮ א ଵܮ ת  ଶ, oneܮ
can consider the convolution ܪ௙ ൌ ݄ כ ݂, which belongs to ܮଶ. If the Fourier 
image ෠݄ ൌ ݄࣠ is bounded, then the linear operator ܪ: ଶܮ ՜  ଶ is well defined andܮ
bounded; indeed, if ݂ א ଵܮ ת ௙෢ܪ ଶ, thenܮ ൌ ෠݄. መ݂ and if ฮ෠݄ฮ ൑ ܯ) ܯ ൐ 0 fixed), 
then by the Parseval relation, ฮܪ௙ฮ ൑ .ܯ ԡ݂ԡ and since ܮଵ ת  ଶ, thisܮ ଶ is dense inܮ
inequality extends to ܮଶ. 

                                                            
1 Drd., Dept. of Mathematics, University POLITEHNICA of Bucharest, Romania 
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Take now ݄ሺݐሻ ൌ ଵ
గ௧

ݐ)  ് 0ሻ. This function is not integrable on ; instead, 

its primitive ଵ
గ

 is and one can take its associated distribution and then, the |ݐ|݈݊

distribution ܸܲ ଵ
௧
, defined by  

ܸܲ
1
ݐ

ሺ߮ሻ ൌ .݌ .ݒ න
߮ሺݐሻ

ݐ   ݐ݀
ஶ

ିஶ

 ሺ“principal value”ሻ 

for any test-function ߮. One knows that ݐ. ܸܲ ଵ
௧

ൌ 1, so  can be identified with 

the distribution ଵ
గ

ܸܲ ଵ
௧
 [2]. For any function ݏ: Թ ՜ ԧ from ܮଶ, one defines its 

Hilbert image  
௦ܪ ൌ ଵ

గ
ܸܲ ଵ

௧
כ  (1)      .ݏ

Explicitly, for any ݐ א Թ, 

ሻݐ௦ሺܪ ൌ .݌ .ݒ න ݄ሺݐ െ ݑሻ݀ݑሺݏሻݑ
ஶ

ିஶ

ൌ
1
ߨ න

ሻݑሺݏ
ݐ െ ݑ ݑ݀

ஶ

ିஶ

.  

Since ࣠ ቄܸܲ ଵ
௧
ቅ ൌ  െ݅ߨ.  :from (1) one gets ,߱݊݃ݏ

௦෢ ሺ߱ሻܪ ൌ  െ݅. .ሺ߱ሻݏ̂  (2)     .߱݊݃ݏ
Because ̂ݏ א  .ଶܮ ௦ is a function which belongs toܪ ଶ, it follows thatܮ
 
PROPOSITION 1. Suppose that ݏ: Թ ՜ Թ belongs to ܮଶ and  ݏሺݐሻ ൌ 0 for any 
ݐ ൏ 0. If ̂ݏሺ߱ሻ ൌ ሺ߱ሻܣ ൅ ߱ ,ሺ߱ሻܤ݅  א Թ, then ܣሺ߱ሻ is even and ܤሺ߱ሻ is odd; 
moreover, 

ܣ ൌ ଵ
గ

ܸܲ ଵ
ఠ

כ ܤ  ݀݊ܽ  ܤ ൌ െ ଵ
గ

ܸܲ ଵ
ఠ

כ  (3)     .ܣ
Proof. Indeed, since ܵݏ ݌݌ݑ ؿ ሾ0, ∞ሻ, then ݏሺݐሻ ൌ ሻݐሺݏ כ ݐ for any ,ݐ݊݃ݏ א Թ; 
hence ̂ݏሺ߱ሻ ൌ ሺ̂ݏ כ ෞ݊݃ݏ ሻሺ߱ሻ. But ݃ݏෞ݊ ሺ߱ሻ ൌ ଵ

௜గ
ܸܲ ଵ

ఠ
, therefore ̂ݏሺ߱ሻ ൌ ሺ߱ሻݏ̂  כ

ଵ
௜గ

ܸܲ ଵ
ఠ

. Thus, ܣሺ߱ሻ ൅ ሺ߱ሻܤ݅  ൌ ଵ
௜గ

ܸܲ ଵ
ఠ

כ ൫ܣሺ߱ሻ ൅  ሺ߱ሻ൯ and it remains toܤ݅ 
separate the real and imaginary parts. 
 One knows that the Hilbert operator 

:ܪ ଶܮ ՜ ,ଶܮ ݏ ฽
1
ߨ ܸܲ

1
ݐ כ ݏ ൌ  ௦ܪ

is linear and continuous. Moreover, for any ݏ א ௦ሻܪሺܪ ,ଶܮ ൌ െݏ, that is ܪଶ ൌ
െ݅݀. Particularly, ܪ is bijective and ିܪଵ ൌ െܪ. From the relation (2), one 
obtains another definition of the Hilbert transform: ܪ௦ ൌ െ݅࣠ିଵሺ̂ݏ.  ሻ. One݊݃ݏ
also knows the following table: 

 



Some applications of the Hilbert transform                                                37 

ሻ sinݐሺݏ cos ݐ  ሻݐሺߜ ݐ
ሻ െݐ௦ሺܪ cos sin ݐ 1 ݐ

 ݐߨ
 
 According to prop. 1, one gets: ܣ ൌ ܤ ஻ andܪ ൌ െܪ஺. Such a pair of 
Hilbert images can also be obtained in another way. Namely, let ݂: Թ ՜ Թ be a 
function from ܮଵ ת   ଶ and putܮ

ܽሺ߱ሻ ൌ
1
ߨ

න ݂ሺݐሻ cos ݐ߱ ݐ݀
ஶ

ିஶ

,   ܾሺ߱ሻ ൌ
1
ߨ

න ݂ሺݐሻ sin ݐ߱ ݐ݀
ஶ

ିஶ

. 

By the Fourier representation formula,  

݂ሺݐሻ ൌ
1

ߨ2
න ݀߱
ஶ

ିஶ

න ݂ሺݑሻ cos ߱ሺݐ െ ሻݑ ݑ݀
ஶ

ିஶ

ൌ  නሺܽሺ߱ሻ cos ݐ߱ ൅ ܾሺ߱ሻ sin ሻ݀߱ݐ߱
ஶ

଴

, 

for any real ݐ. Consider now the conjugate-function ݃, defined by 

݃ሺݐሻ ൌ  නሺെܽሺ߱ሻ sin ݐ߱ ൅ ܾሺ߱ሻ cos ሻ݀߱ݐ߱
ஶ

଴

. 

Then 
݃ሺݐሻ ൌ ଵ

గ ׬ ݀߱ஶ
ିஶ ׬ ݂ሺݑሻ sin ߱ሺݑ െ ሻݐ ஶݑ݀

଴ ൌ
ଵ
గ

lim஺՜ஶ ׬ ݀߱஺
଴ ׬ ݂ሺݑሻ sin ߱ሺݑ െ ሻݐ ஶݑ݀

ିஶ ൌ
ଵ
గ

lim஺՜ஶ ׬ ݂ሺݑሻ ଵିୡ୭ୱ ஺ሺ௨ି௧ሻ
௨ି௧

ஶݑ݀
ିஶ ൌ ଵ

గ
lim஺՜ஶ ׬ ଵିୡ୭ୱ ஺௫

௫
݂ሺݐ ൅ ஶݔሻ݀ݔ

ିஶ ൌ

lim஺՜ஶ
ଵ

ଶగ ׬ ଵିୡ୭ୱ ஺௫
௫

ሾ݂ሺݐ ൅ ሻݔ െ  ݂ሺݐ െ ஶݔሻሿ݀ݔ
ିஶ ൌ ଵ

గ ׬ ௙ሺ௧ା௫ሻି௙ሺ௧ି௫ሻ
௫

ஶݔ݀
଴ ൌ

ଵ
గ

.݌ .ݒ ׬ ௙ሺ௫ሻ
௫ି௧

ஶݔ݀
ିஶ . Thus, ݃ ൌ െܪ௙and similarly, ݂ ൌ  .௚ܪ

NOTE. One can also define the discrete Hilbert transform. Namely, consider the 
sequence ݄ ൌ ሺ݄௡ሻ, ݊ א Ժ, defined by ݄௡ ൌ ଶ

గ௡
 if ݊ is odd and ݄௡ ൌ 0 for ݊ even. 

For any sequence ݏ ൌ ሺݏ௡ሻ, ݊ א Ժ, such that ݏ௡ ൌ 0 for ݊ ൏ 0 and ∑ ௡|௡ݏ| ൏ ∞, 
its discrete Hilbert image is ܪ௦ ൌ ሺݖ௡ሻ, where ݖ௡ ൌ ∑ ݄௡ି௣௣ ௦ܪ) ௣ݏ ൌ ݄ כ  in ,ݏ
analogy with (1)). If ݏ௡ ൌ ௡݌ ൅ ݌ ௡ and putݍ݅ ൌ ሺ݌௡ሻ, ݍ ൌ ሺݍ௡ሻ, ݍ ൌ  ௣ andܪ
݌ ൌ െܪ௤ and it founds again (3); [5] 
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3. . Some representations of the signals  

It is useful to introduce some terminology from Signal Processing. 

Recall that any function ݏ: Թ ՜ ԧ from ܮଶ is also called a signal with finite 

energy; its norm ԡݏԡଶ ൌ ൫׬ ሻ|ଶஶݐሺݏ|
ିஶ ൯

భ
మ is the energy of ݏ. Any linear continuous 

operator ܶ: ଶܮ ՜ ݌ ଶ is also called a continual filter. If there is a functionܮ א ଵܮ ת
ݔܶ ଶ (called weight) such thatܮ ൌ ݌ כ  then one says that ܶ is a ,ݔ for any ݔ
convolution filter, with the transfer function ̂݌ሺ߱ሻ ൌ ࣠ሼ݌ሺݐሻሽ. 

By definition, if ݏ: Թ ՜ Թ belongs to ܮଶ, one can consider a new signal 
ሶݏ א  ଶ, defined byܮ

ሻݐሶሺݏ ൌ ሻݐሺݏ ൅ ,ሻݐ௦ሺܪ݅ ݐ ݎ݋݂ א Թ,    (4) 
called the analytic signal associated to [4] ,[1] ݏ. Mathematically, this terminology 
is justified by the fact that under some conditions, ݏሶ is the restriction of a complex 
holomorphic (  analytic) function. 
Example. For ݏሺݐሻ ൌ cos ሻݐሶሺݏ one gets ,ݐ ൌ cos ݐ ൅  ݅ sin ሻݐሺݏ and for ݐ ൌ sin  ,ݐ
ሻݐሶሺݏ ൌ sin ݐ െ ݅ cos ሻݐሶሺߜ By extension, one defines the distribution .ݐ ൌ ሻݐሺߜ ൅
௜
గ

ܸܲ ଵ
௧
 . 

PROPOSITION 2. The filter ܶ ׷ ଶܮ  ՜ ሻݐሺݏ ,ଶܮ ฽  ,ሻ is a convolution filterݐሶሺݏ
with the transfer function  

ሺ߱ሻܪ ൌ ቄ2, ߱ ൐ 0
0, ߱ ൏ 0        (5) 

Proof. For any ݏ א  ଶ, we haveܮ

ሻݐሶሺݏ ൌ௕௬ሺସሻ ሻݐሺݏ  ൅ ሻݐ௦ሺܪ݅  ൌ௕௬ሺଵሻ ሻݐሺݏ ൅ ݅ ቆ
1
ߨ ܸܲ

1
ݐ כ ሻቇݐሺݏ

ൌ ൬ߜሺݐሻ ൅
݅
ߨ ܸܲ

1
൰ݐ כ ሻݐሺݏ ൌ ሻݐሶሺߜ כ  ,ሻݐሺݏ

hence ܶݏ ൌ ሶߜ כ   Thus, ܶ is a convolution filter. Its transfer function is .ݏ

࣠൛ߜሶሺݐሻൟ ൌ ࣠ሼߜሺݐሻሽ ൅
݅
ߨ ࣠ ൜ܸܲ

1
ൠݐ ൌ 1 ൅

݅
ߨ

ሺെ݅ߨ. ሻ߱݊݃ݏ ൌ 1 ൅ ߱݊݃ݏ ൌ  ,ሺ߱ሻܪ
for any real ߱ ് 0. 
 
COROLLARY. For any ݏ א ሻሽሺ߱ሻݐሶሺݏଶ and any ߱ real, ࣠ሼܮ ൌ .ሺ߱ሻܪ  .ሺ߱ሻ, i.eݏ̂
ሶመݏ ൌ .ܪ  .ݏ̂
NOTE. The passage from ݏ to ݏሶ is a generalization of the complex form of the 
sinusoidal signals. By (4), the imaginary part of ݏሶ is just the Hilbert image of ݏ 
and conversely, if we know ݏሶ, then the signal can be directly recovered, since 
ݏ ൌ  .ሶݏ ܴ݁
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 Fix ߱଴ ൐ 0. For any signal ݏ: Թ ՜ Թ from ܮଶ, one can consider ̃ݏ ,ݏ௥, ݏ௜, 
defined by 

ሻݐሺݏ̃ ൌ .ሻݐሶሺݏ ݁ି௜ఠబ௧; ሻݐ௥ሺݏ   ൌ ሻݐ௜ሺݏ  ݀݊ܽ ሻݐሺݏ̃ ܴ݁ ൌ  ,ሻݐሺݏ̃ ݉ܫ
for ant real t. 
NOTE. If ܶ: ଶܮ ՜ ሻݐሺݔ ,ଶܮ ฽  ሻ is a convolution filter with the transferݐሺݕ
function ܪሺ߱ሻ, then by proposition 2, the filter ݔሺݐሻ ฽ ሻݐ෤ሺݕ ൌ .ሻݐሶሺݕ ݁ି௜ఠబ௧  
(߱଴ ൐ 0  fixed) will have the transfer function 

ଵሺ߱ሻܪ ൌ ൜2ܪሺ߱ ൅ ߱଴ሻ,    ߱ ൐ 0
0,     ߱ ൏ 0 . 

Thus, if ܪሺ߱ሻ is symmetrical around ߱଴ (i.e. null outside an interval centered at 
߱଴), then ܪଵ is even; the filter ݔሺݐሻ ฽ ሻݐሺݔ ሻ is said band-pass andݐሺݕ ฽  ሻݐ෤ሺݕ
low-pass. Therefore, by considering the Hilbert transform, the band-pass filters 
can be replaced by low-pass ones. 
 From (4), it follows that ݏሺݐሻ ൌ ሻݐሶሺݏ ܴ݁ ൌ ܴ݁ ൫̃ݏሺݐሻ. ݁ሺ௜ఠబ௧ሻ൯ ൌ
ܴ݁ ൫ݏ௥ሺݐሻ ൅ ሻ൯݁௜ఠబ௧ݐ௜ሺݏ ݅ ൌ ሻݐ௥ሺݏ cos ߱଴ݐ െ ሻݐ௜ሺݏ sin ߱଴ݐ Hence, from ݏ௥ and ݏ௜, 
one can recover ݏ; conversely, ݏ௥ሺݐሻ ൌ ሻݐሺݏ̃ ܴ݁ ൌ௕௬ሺସሻ ܴ݁ ൫ݏሶሺݐሻ. ݁ି௜ఠబ௧൯ ൌ
ሻݐሺݏ cos ߱଴ݐ ൅ ܪ௦ሺݐሻ. sin ߱଴ݐ and ݏ௜ሺݐሻ ൌ െݏሺݐሻ sin ߱଴ݐ ൅ ܪ௦ሺݐሻ. cos ߱଴ݐ. 
 These formulas are different ways of signal representations, which use the 
Hilbert transforms. In what follows, we will estimate their spectral densities and 
mean powers. 

4. Spectral densities estimations 

 Let ሺΩ, ,ܭ ܲሻ be a probability field and ݏ ൌ ሺݏఛሻ, ߬ א Թ  be a stationary 
random signal (  random process) relative to this field; for any ߬ א Թ, ݏఛ is 
supposed to be a random variable from ܮଶሺΩሻ, hence having means and variances. 
Then one can define its autocorrelative function ܴ 

ܴሺݐሻ ൌ ఛഥݏ  . ௧ାఛݏሺܯ ሻ,  for any real (6)    ;ݐ 

this is independent in ߬, one to the stationarity hypothesis. Obviously, ܴሺ0ሻ ൌ
଴|ଶ and ܴ is even. The Fourier image of ܴ, ௦ܲሺ߱ሻݏ|ܯ ൌ ׬ ܴሺݐሻ݁ି௜ఠ௧݀ݐஶ

ିஶ  is 
called the power spectral density of the random signal ݏ. By the Fourier inversion 
formula,  

ܴሺݐሻ ൌ ଵ
ଶగ ׬ ௦ܲሺ߱ሻ݁௜௧ఠ݀߱ஶ

ିஶ .     (7) 

Since ܴ is even, ௦ܲሺ߱ሻ ൌ ௦ܲሺെ߱ሻ ൌ 2 ׬ ܴሺݐሻ cos ݐ߱ ஶݐ݀
଴  and for any ߱ real, 

௦ܲሺ߱ሻ is real. 
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PROPOSITION 3. For any stationary random signal ݏ, the power spectral 
density of the analytic signal ݏሶ is  

௦ܲሶ ሺ߱ሻ ൌ ൜4 ௦ܲሺ߱ሻ,   ߱ ൐ 0
0,   ߱ ൏ 0 .     (8) 

Proof. Generally, if ܶ: ଶܮ ՜ ሻݐሺݔ ,ଶܮ ฽  ሻ, is a convolution filter with theݐሺݕ
weight ܩ hence ݕ ൌ ܩ כ  then it holds the following relation for the ,ݔ
autocorrelations of inputs/outputs: ܴ௬ሺݐሻ ൌ ሻݐሺെܩ  כ ሻݐሺܩ כ  ܴ௫ሺݐሻ and for 
spectral densities, ௬ܲሺ߱ሻ ൌ ሺ߱ሻ|ଶܪ|

௫ܲሺ߱ሻ, for any real ߱; here ܪሺ߱ሻ ൌ ࣠ሼܩሺݐሻሽ  
is the transfer function of ܶ [1]. Applying this for the filter ݏሺݐሻ ฽  ሻ fromݐሶሺݏ
prop.2, it follows that ௦ܲሶ ሺ߱ሻ ൌ .ሺ߱ሻ|ଶܪ| ௦ܲሺ߱ሻ and apply the proposition 2. 
 In analogy to proposition 3, we will give the power  spectral densities for 
 .௜ݏ ௥ andݏ ,ݏ̃
 
PROPOSITION 4. Fix ߱଴ ൐ 0 and a stationary random signal ݏ in ܮଶሺΩሻ. Then 

a) ௦̃ܲሺ߱ሻ ൌ ௦ܲሶሺ߱ ൅ ߱଴ሻ; 
b) ௦ܲೝሺ߱ሻ ൌ ௦ܲ೔ሺ߱ሻ and if ௦ܲሺ߱ሻ is symmetrical around ߱଴, i.e. null outside 

an interval centered in ߱଴, this equals ଵ
ଶ ௦̃ܲሺ߱ሻ. 

Proof.  a) 
ܴ௦̃ሺݐሻ ൌ௕௬ሺ଺ሻ ݐሺݏ൫̃ܯ ൅ ߬ሻ. ሺ߬ሻതതതതതത൯ݏ̃ ൌ ݐሶሺݏ൫ܯ ൅ ߬ሻ. ݁ି௜ఠబሺ௧ାఛሻ. .ሶሺ߬ሻതതതതതതݏ ݁௜ఠబఛ൯ ൌ
ݐሶሺݏ൫ܯ ൅ ߬ሻ. .ሶሺ߬ሻതതതതതതݏ ݁ି௜ఠబ௧൯ ൌ ܴ௦ሶሺݐሻ. ݁ି௜ఠబ௧.  
Then ௦̃ܲሺ߱ሻ ൌ ࣠൛ܴ௦̃ሺ௧ሻൟ ൌ ׬ ܴ௦ሶሺݐሻ. ݁ି௜ሺఠାఠబሻ௧݀ݐஶ

ିஶ ൌ ௦ܲሶሺ߱ ൅ ߱଴ሻ. 

b) On the other hand, ܴ௦̃ሺݐሻ ൌ ܯ ൬൫ݏ௥ሺݐ ൅ ߬ሻ ൅ ݐ௜ሺݏ݅ ൅ ߬ሻ൯. ൫ݏ௥ሺ߬ሻ ൅ ଓݏపሺ߬ሻ൯തതതതതതതതതതതതതതതതതതതത൰ ൌ

ݐ௥ሺݏൣܯ ൅ ߬ሻ. ௥ሺ߬ሻതതതതതതതݏ ൅ ݐ௜ሺݏ ൅ ߬ሻ. పሺ߬ሻതതതതതതݏ ൅ ݅൫ݏ௜ሺݐ ൅ ߬ሻ. ௥ሺ߬ሻݏ െ ݐ௥ሺݏ ൅ ߬ሻ. ௜ሺ߬ሻ൯൧ݏ ൌ
 ܴ௦ೝሺݐሻ ൅ ܴ௦೔

ሺݐሻ ൅ ݅ሾܯ൫ݏ௜ሺݐ ൅ ߬ሻ. ௥ሺ߬ሻݏ െ ݐ௥ሺݏ൫ܯ ൅ ߬ሻ.  ௜ሺ߬ሻ൯൧By directݏ
computation, ܴ௦ೝ

ሺݐሻ ൌ ܴ௦೔ሺݐሻ, hence ௦ܲೝ
ሺ߱ሻ ൌ ௦ܲ೔ሺ߱ሻ and ܯ൫ݏ௥ሺݐ ൅ ߬ሻ. ௜ሺ߬ሻ൯ݏ ൌ

െܯ൫ݏ௥ሺ߬ሻ. ݐ௜ሺݏ ൅ ߬ሻ൯, therefore, ܴ௦̃ሺݐሻ ൌ 2ܴ௦ೝሺݐሻ ൅ ݐ௜ሺݏ൫ܯ2݅ ൅ ߬ሻ.  ௥ሺ߬ሻ൯. Ifݏ
௦ܲሺ߱ሻ is symmetrical around ߱଴, then by a), ௦̃ܲሺ߱ሻ is symmetrical around ߱ ൌ 0, 

hence an even function. Then ܴ௦̃  has only real values and consequently, 
ݐ௜ሺݏ൫ܯ ൅ ߬ሻ. ௥ሺ߬ሻ൯ݏ ൌ 0 for any ݐ and ܴ௦̃ ൌ 2ܴ௦ೝ. 
Example. Fix ߱଴ ൐ ܤ ,0 ൐ 0 and suppose that ݏ ൌ ሺݏఛሻ, ߬ א Թ is an ideal random 
signal with the power spectral density  

௦ܲሺ߱ሻ ൌ ൜ ଴ܰ, ߱ א ሾ߱଴ െ ,ܤ ߱଴ ൅ ሿܤ
0, ݁ݏ݅ݓݎ݄݁ݐ݋  

In this case, one says that ݏ is a white noise with the frequency band width equal 
to 2B. By prop. 4, we can explicit the mean powers for ݏ ,ݏ̃ ,ݏ௥ and ݏ௜. Namely, 
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଴|ଶݏ|ܯ ൌ௕௬ሺ଺ሻ ܴሺ0ሻ ൌ௕௬ሺ଻ሻ 1
ߨ2 න ௦ܲሺ߱ሻ݀߱

ஶ

ିஶ

ൌ
1

ߨ2 න ଴ܰ݀߱

ఠబା஻

ఠబି஻

ൌ
1
ߨ .ܤ ଴ܰ. 

Similarly,  
଴෥ݏหܯ

ଶห ൌ ଵ
ଶగ ׬ ௦̃ܲ

ஶ
ିஶ ሺ߱ሻ݀߱ ൌ௣௥௢௣.ଷ ଶ

గ
׬  ௦ܲ

ஶ
଴ ሺ߱ ൅ ߱଴ሻ݀߱ ൌ ଶ

గ ׬ ௦ܲሺ߱ሻ݀߱ஶ
ఠబ

ൌ
ଶ
గ ׬ ଴ܰ݀߱ఠబା஻

ఠబ
ൌ ଶ

గ
.ܤ ଴ܰ  and also, ݏ|ܯ௥|ଶ ൌ ௜|ଶݏ|ܯ ൌ ଵ

ଶ
ଶ|ݏ̃|ܯ ൌ ଵ

గ
.ܤ ଴ܰ. 

An application 
Consider an electronic circuit like that from figure 1, where the input signal ݏ is 
the tension, which can be regarded as a stationary random signal with the power 
spectral density ௦ܲሺ߱ሻ. Denote by ݕሺݐሻ the tension at the output. By Kirchhoff 
law, ݏሺݐሻ ൌ ܴ݅ሺݐሻ ൅ ሻݐሻ, where  the current intensity is ݅ሺݐሺݕ ൌ .ܥ  ሻ. Thusݐᇱሺݕ
ሻݐᇱሺݕܥܴ ൅ ሻݐሺݕ ൌ  By applying the Fourier transform, it .ݐ ሻ for any realݐሺݏ
follows that ܴܥሺ݅߱ሻ. ܻሺ߱ሻ ൅ ܻሺ߱ሻ ൌ ܵሺ߱ሻ, hence the transfer function of the 
circuit, regarded as a filter ݔሺݐሻ ฽  ሻ, will beݐሺݕ

ሺ߱ሻܪ ൌ
ܻሺ߱ሻ
ܵሺ߱ሻ ൌ

1
1 ൅  .݅߱ܥܴ

If ܩሺݐሻ ൌ ࣠ିଵሼܪሺ߱ሻሽ ൌ  ൜݇݁ି௞௧, ݐ ൒ 0
0, ݐ ൏ 0 , where ݇ ൌ ଵ

ோ஼
, it follows that ݕሺݐሻ ൌ

ሻݐሺܩ כ ሺ߱ሻ|ଶܪ| ,ሻ. Moreoverݐሺݏ ൌ ଵ
ଵାோమ஼మఠమ ൌ ଵ

ଵାቀഘ
ೖቁ

మ , hence ௬ܲሺ߱ሻ ൌ

௦ܲሺ߱ሻ ଵ

ଵାቀഘ
ೖቁ

మ . For |߱| ب  ሺ߱ሻ is neglectable and so will be ௬ܲሺ߱ሻ. Theܪ ,݇

previous circuit is an example of low-pass filter. 

 
Fig. 1. 

5. Conclusions 

 In 1 we have recalled some properties of the Hilbert transform. In 2 we 
analyzed the notion of analytic signal ݏሶ associated to a given signal ݏ א  ଶሺԹሻ andܮ
we introduced a modulation ̃ݏሺݐሻ ൌ  ሻ݁ି௜ఠబ௧ around a fixed frequency ߱଴. Thisݐሶሺݏ
assures a correspondence between band-pass and low-pass filters. The filter 
ሻݐሺݏ ฽  ሻ plays a special part (prop. 2, 3). Another concept which is analyzedݐሶሺݏ
in 3 is that of power spectral density; this permits to estimate the mean powers of 
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some signals and to study the behavior of some filters (prop. 4). In this work, we 
presented some concepts taken from Electrical Engineering and we gave some 
significant examples. 
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