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A TIME SERIES ANALYSIS BASED DATA TENDENCY 

PREDICTION METHOD FOR DISSOLVED GAS 

PRODUCTION MONITORING IN POWER TRANSFORMER 

OIL 

Zhang WEI1, Wu RONGRONG2, Pu JINYU3, Deng YURONG4  

Changing rules of time series in data of dissolved gas production produced 

by power transformer insulation oil monitoring are studied based on mathematical 

statistics. Tendency prediction model for the gas production based on 

autoregressive integrated moving average (ARIMA) is built. Firstly, the model takes 

the monitoring data sequence that has been verified by confidence testing as a 

random sequence, and then conducts smooth preprocessing on historical monitoring 

data to filter out abnormal interference prediction values. Next, model identification 

and analysis are conducted, and the Akaike information criterion (AIC) is used for 

model evaluation and model order to achieve accurate prediction for changing 

values of the gas production. It is validated through an actual case that the model 

can use historical values and current values of time series to quantify the tendency 

of the prediction values, and then gets confidence coefficient that is required in the 

tendency analysis.  

Keywords: Power Transformer; Dissolved Gas in Oil; Monitoring Data; Time 

Series; Tendency Prediction 

1. Introduction 

Inner flaws of a power transformer can be found by monitoring the 

changes of characteristic gases (H2、C2H2、C2H4、CH4、C2H6) in transformer 

oil. Currently, the main technology for analyzing monitoring data is the threshold 

warning method which is based on static analysis. However, this method and its 

grade setting lack sufficient proofs [1-2]. Therefore, it is only suitable to be used 

in finding some dominant flaws [3-4]. If changing tendency of the monitoring 

data can be used to conduct the analysis dynamically, more hidden flaws can be 
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found ahead of schedule.  

Currently, the most common used tendency prediction methods 

include support vector machine, gray model, neural network and regression 

model [4-9]. However, these methods cannot be used for predicting changing 

tendency of monitoring data of gas production in oil. The reasons include: 

neural network has some drawbacks such as difficulty of achieving global 

optimization and slow convergence speed; support vector machine is only 

suitable to be used in predictions that data volumes are small; gray model 

cannot reflect features of prediction objects and is easy to be affected by 

outer factors, though it needs lesser samples[10]; regression model cannot 

pass the hypothesis testing when the amount of samples is too large or the 

sampling period is too long [11-13], though it can conduct time series 

analysis on multiple sampling data in online monitoring applications that 

conduct persistence sampling analysis [14-15].  In this paper, a mathematical 

statistics-based method is proposed to predict the dependency relationship of 

the object variables in different periods of samples. At the same time, 

autoregressive integrated moving average (ARIMA) technology is used to 

construct a new tendency prediction model for time series of monitoring data 

of gas production in oil. The model can reveal variation feature of time series 

in the online monitoring data and achieve quantitative analysis for changing 

tendency, under the premise that abnormal prediction values are filtered.  

2. Features of Monitoring Data 

2.1 Time Series of Monitoring Data 

Since the analysis of dissolved gas in oil can directly reflect the insulation 

state of a transformer, it is an important proof for fault diagnosis of electrical 

equipment. The advantage of transformer online monitoring is its high monitoring 

frequency (1 time per day). Therefore, the monitoring data contains large amounts 

of current and historical information of the transformer. However, a key problem 

of monitoring gas production in oil is that existing analysis methods are 

mainly based on simple threshold warning mechanisms, which cannot find 

hidden faults in a transformer early. Therefore, the processing time for the 

faults is postponed. On the other hand, in theoretical, the time series of 

monitoring data should have regularity and persistence, but the monitoring 

data in real applications often contain discrete and abnormal values that are 

generated by some interference factors such as equipment working 

conditions, mains voltage fluctuations and outer vibrations [16-17]. 

Therefore, the accuracy of dynamical analysis for the transformer is affected.  

 

 



A time series analysis-based data tendency prediction method for dissolved gas production… 101 

 

2.2 Smoothing Process for Historical Data 

Since the interferences would affect the accuracy and the stability of 

the monitoring result, it is necessary to conduct smoothing preprocess on raw 

data sequence before the analysis. By this way, the tendency of data changes 

becomes quantitative. Moreover, the input parameters for the model are 

formed, and the abnormal values are filtered.  

In the smoothing process, we assume that we have got a data sequence Y1, 

Y2, …, Yt. Then, we use the runs test method to judge whether the sequence is an 

unstable sequence. If the result is “yes”, we will use difference method, i.e., 

1
=

t i t t
Y Y Y

− −
 − , to perform tranquilization preprocess on the sequence. In each 

differencing, the data will be judged by the runs test. The process continues, until 

the data pass the stationary test and new stable sequence X1, X2, …, Xt-d are got. 

This process is call d-difference. We will take the former N groups of data (or all 

the data) as basis data for prediction analysis, and conduct zero-mean process (i.e., 

=
t t

X X X − ) to get a group of new and preprocessed sequence 
t

X  . We are 

focused on the dynamical analysis of time series of the prediction values in the 

monitoring of dissolved gas in oil that have been preprocessed, and we use 

ARIMA to predict the changing tendency quantitatively.  

3. Identification and Resolution of the Prediction Model                   

3.1 Prediction Method 

ARIMA takes the data sequence of prediction objects that has passed 

the confidence testing as a random sequence. Then, it uses autocorrelation 

analysis of the time series as basis and uses mathematical model to 

approximately describe the sequence [18-20]. At the same time, we use 

ARMA model to fit the data curve of time series, when the number of the 

samples is larger than 50. The sampling frequency of the monitoring for 

dissolved gas in oil is 1 time per day, which can provide enough samples. In 

general, ARIMA is benefitted to solve the problems of complex model and 

multi-collinearity caused by the overmuch of the samples and the abnormal 

values, and it is more suitable to generate quantitative prediction values of 

changing tendency for the monitoring data. Once the model is identified, we 

will use Akaike information criterion (AIC) to achieve the model order 

determination, i.e., the monitoring data variables can be measured by the 

historical and current values of time series.  

3.2 ARIMA Prediction Model 

ARIMA prediction model firstly conducts d(d=0, 1,   , n) difference 

processes on unstable historical monitoring data Yt to get a new stable data 
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sequence Xt. Then, it fits Xt as a ARMA(p,q) model. Finally, it restores and solves 

the original d-difference and gets the prediction data of Yt, where ARMA (p,q)’s 

general expression is: 

1 1 1 1= + + + ,      − − − −− − − t t p t p t t q t qX X X t Z        (1) 

In Formula (1), the former part is auto-regression; the nonnegative integer 

p is the order of auto-regression; 1, 2, …, p are the parameters of auto-

regression; Xt is correlated sequence of online monitoring data;  t is the stochastic 

disturbance sequence that obeys the independent Gaussian distribution sequence 

WN(0, σ2). Moreover, the model becomes AR(p) model when q=0:  

t 1 t-1 t-p tpX X X t Z  = + + +                      (2) 

The model becomes MA(q) model when p=0: 

t t 1 t-1 t-qqX t Z    = − − −                        (3) 

3.3 Model identification 

In order to achieve the model identification, we need to calculate the 

autocorrelation function (ACF) ρ̂k  and the partial ACF (PACF) 
kk
φ̂  of the 

preprocessed data sequence
t

X  . Detailed expressions are as follows: 
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According to the calculation result of above expressions and the 

identification rules based on ARMA (p,q) model listed in Table 1, we can make 

sure that 
t

X   conforms to the model. If the partial correlation function of the 

stationary sequence is truncated, and the autocorrelation function is tailed, then 

the sequence fits for the AR (p) model.  

Table 1. 

Model identification principle 

Function 

Identification principle 

AR(p) MA(q) ARMA(p,q) 

Autocorrelation 

function 

Tailed, exponential decay or 

oscillation 

Limited length, 

truncated (q steps) 

Tailed, exponential 

decay or oscillation 

Partial correlation 

function 

Limited length, truncated (q 

steps) 

Tailed, exponential 

decay or oscillation 

Tailed, exponential 

decay or oscillation 
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If the partial correlation function of the stationary sequence is tailed, and 

the autocorrelation function is truncated, then the sequence fits for the MA (q) 

model. If both the partial correlation function of the stationary sequence and the 

autocorrelation function are tailed, then the sequence fits for the ARMA model. 

3.4 Model order determination 

Based on the above model identification, we will conduct parameter 

analysis and model order determination. In detail, we will use some methods such 

as sample moment estimation, least square estimation and maximum likelihood 

estimation to analyze the unknown parameters of ARMA (p,q), including the 

autoregressive coefficient, the moving average coefficient and variance of white 

noise, etc. Finally, the values of 2

1 1
,  , , , , ,ˆ ˆˆ ˆ ˆ    L L

p q  are obtained.  

Then, AIC is introduced to evaluate the model and achieve the order 

determination. The principle of AIC is: 

                               AIC = log(Re ) + 2pqF N s K                                         (6)  

where N is the total number of the sequence data; Respq is the residual sum of 

squares of ARMA (p,q) when its order is p and q; K=p+q. 

The optimal solution will be got, if the values of p and q are taken as the 

model’s order when AIC is the minimum. The solution is most meaningful for the 

quantitative analysis of the changing tendency of the monitoring data.   

Hypothesis testing is needed for conducting tendency prediction analysis, 

i.e., whether the testing model satisfies stability and reversibility. Therefore, we 

require that the roots of the following formulas should be located outside the unit 

circles: 

  
=1
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If the residual error sequence of the above model is not white noise, it 

means that there are stochastic disturbance monitoring data and we need to re-

conduct model identification. By testing, we can get the prediction model of a 

quantitative analysis for the changing of monitoring data: 

1 1 1 1
= + + + ˆ ˆˆ ˆ    

− − − −
   − − −L L
t t p t p t t q t q

X φ X φ X θ                      (9) 

Based on the d-difference and standard process, we restore 
t

X  as the 

prediction result of the monitoring data Yt. Firstly, we restore the data to the 

situation that has not been standardized processed, i.e., = +
t t

X X X , where 
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X is a constant. The process of difference restore is a recursive procedure. We 

set the data after d-1 differences as 1−d

t
Z , the data after d-2 differences as 2−d

t
Z , 

and so on. Then, we have:  
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And then, we have:  
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Then, we take the prediction expression of 
2−d

tZ
as  
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Finally, we get the prediction equation of Yt as follows: 

0 0 0
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From Equation (14) we can see that the premise of Yt prediction is to 

guarantee that the number of the predicted data should be larger than p+d. 

Moreover, the effective number of the data in the prediction should be smaller 

than p+d. Therefore, ARIMA can quantitatively predict limited numbers of data 

values.  

4. Case Study 

The raw data of gas concentration collected directly from a transformer 

would fluctuate largely due to interference factors in the transformer, which does 

not benefit to the data analysis of later period. Therefore, we adopt an empirical 

mode decomposition technology to conduct smooth denoising on the raw data. 

The preprocessed data will be taken as basis in later analysis. We take a main 

transformer that we have monitored from 2016 as our study object. Then, we 

analyze the changing tendency of CH4 in its oil from the monitoring data. The 

process result of data filtering is shown in Fig. 1.   
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Fig. 1. Processing result of data filtering  

 

The concentration of gas in transformer oil would increase due to the 

appearance of abnormal situation in the body of the equipment. In Fig. 1, the time 

series of CH4’s concentration have the features of long-range correlation and 

persistence, which show that the growing tendency of gas concentration is 

consistent. We use ARIMA to analyze the data changing curve of CH4’s 

concentration in the main transformer at the same time period, and then the result 

is shown in Fig. 2.  

 
Fig. 2. Prediction and analysis results of CH4 concentration data by ARIMA 

The curve in Fig. 2 shows the data filtering curve of CH4’s concentration 

in the main transformer. By analysis of ARIMA prediction model, we can see that 

the prediction values of later 3 days are 1.43, 1.42 and 1.41. Then, a comparison 

between tendency prediction data and actual monitoring data is shown in Table 2. 

Table 2. 
Comparison of the tendency prediction data and the actual monitoring data  

Data Prediction value of concentration 

(μL/L) 

Actual monitoring data 

(μL/L) 

Deviation of concentration/% 

264th day 1.393 1.43 2.59 

265th day 1.393 1.42 1.90 

266th day 1.392 1.41 1.29 

 

We also analyzed another case of H2. In Figure 3, the time series of H2’s 

concentration also have the features of long-range correlation and persistence, 

which show that the growing tendency of gas concentration is consistent. We use 
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ARIMA to analyze the data changing curve of H2’s concentration, and then the 

result is shown in Table 3. 

 

Fig. 3. Prediction and analysis results of H2 concentration data by ARIMA 

 

By analysis of ARIMA prediction model, we can see that the prediction 

values of later 3 days are 5.2, 5.24 and 5.27. Then, a comparison between 

tendency prediction data and actual monitoring data is shown in Table 3. 
 

Table 3. 

Comparison of the tendency prediction data and the actual monitoring data  

Data 
Prediction value of concentration 

(μL/L) 

Actual monitoring data 

(μL/L) 
Deviation of concentration/% 

June 2 5.2 5.44 4.61% 

June 3 5.24 5.5 4.96% 

June 4 5.27 5.51 4.55% 

We can see that the deviations between prediction values achieved by our 

model and the actual values are lower than 5%.  

5. Conclusions 

In this paper, a data tendency prediction method for gas production in 

power transformer’s insulating oil is proposed. The method can distinguish the 

random sequence and the non-random sequence by analyzing the persistence of 

the monitoring data. Results of practical applications show that the method can 

reveal change tendency of gas in insulating oil, discover equipment potential 

failures and reflect equipment conditions. Though the case in the paper shows 

strong non-stationary in its data, the error of its prediction result is smaller than 

3% comparing with actual situations. Therefore, the method is effective.  
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