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A NOTE ON THE CORRELATION AND HIGUCHI
DIMENSIONS FOR IMAGE ANALYSIS

Andreea UDREA!, Mircea OLTEANU?

In this paper we present a method for the estimation of the correlation
dimension of the attractor and the Higuchi dimension of the spatial series that is
extracted from a measurement (image) of a skin lesion. We are interested in
melanoma (deadliest skin cancer) early detection. The grey scale image and each
image color channel are separately investigated. The correlation dimension
calculated for the red image channel and the grey scale image and, also, the Higuchi
dimension for the grey scale image represent relevant melanoma descriptors.
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1. Introduction

Nonlinear time series analysis (NTSA) is a branch of chaos theory and its
methods have been developed in the past 25 years, being motivated by the
existence of deterministic chaos in many systems from biology, medicine,
chemistry, physics and electronics [1]. An objective of NTSA is to characterize
the chaotic behaviour of a system based on a measurement (a time series) by using
the invariants of the system: attractor’s correlation dimension, entropy, Lyapunov
exponents, Higuchi dimension.

A discrete time series is a set of time-ordered observations generally
spaced at equal time intervals:

Y ={Y;|i=1 N}. 1)

Considering the observations made by far in biology and medicine, one

can expect complicated functional behaviours (e.g., the cardiac rhythm is chaotic),
respectively, specific self-similarities in the macroscopic organization of organ
tissues (e.g., liver, skin) [2], [3]. This fractal organization is the result of the
dynamical evolution over time and can be assimilated to attractors. In this case,
any image (measurement) captures information on the system that can be
investigated by using NTSA methods. The only problem is that NTSA refers to
time series and that an image is a static 2D signal. There are precedents for image
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transformation into 1D series [4]-[7] in order to be investigated with NTSA
methods.

A very important problem in dermatology is melanoma (deadliest type of
skin cancer) early detection. This is a difficult task even for the dermatologists
and the development of automatic tool for diagnosis was a major research area in
the last 10 years. In this context, we have investigated potential methods to
produce trustworthy descriptors for skin lesions when using a smartphone camera
to acquire images [8], [9]. In this paper we present the results obtained by using
the correlation dimension of the attractor and the Higuchi dimension (chapter 2) in
terms of sensitivity and specificity in melanoma diagnosis. For our study we
analyse the lesions images (grey scale and on each color channel) and obtain a set
of 8 descriptors. Their performances are presented in chapter 3.

2. Mathematical method

2.1. The correlation dimension

Considering a time series, one can reconstruct in an appropriate
embedding space the attractor from the time series generated by the system, and
estimate its correlation dimension.

Taken’s Embedding Theorem states that, if the fractal dimension (dr) of
the attractor is known, the attractor can be reconstructed from an 1D time series in
a higher dimensional space and the embedding space dimension (dg) is 2dq+1 [10].

In our case, we do not know ds, SO we estimate it using the false nearest
neighbours method as described in [7]. The delay r for the embedding is
determined by using the autocorrelation function decay method [1].

Given a series Y of length N, its embedding in dg dimension using the
delay z is:

(yi ) yi+‘[’ seey yi+(dE71)‘[) — Xi (2)

satisfying N'+(d. -1)7<N..
The correlation integral is defined by the following expression:

C) = fim L5 > H(e=1% -, ). 3

where H(x) is the Heaviside function and ¢ the imposed distance between points.
The correlation dimension of the attractor is calculated using the formula:
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(4)

2.2. The Higuchi fractal dimension

In order to estimate the Higuchi fractal dimension associated to a time
series Y, one has to consider a finite set of observations Y(j), j=1:N, an interval k,
and generate k new series in the following fashion :

Y :Y(m),Y(m+k),...,Y(m+[N ;m}),

where: m=1 : k provides the initial element Y(m) for each new series and k is the
delay between elements. For each series XX the length L, (k) is evaluated using

the formula:

v [lelo |
Lm(k):W D [X(m+ik)= X (m+(i-DK)] |, (5)
k2 i=1

where: _N-1 is called the normalization factor.
{ N-m } K
k
The total medium length L(k) is calculated for all series generated with the
same delay k and different m values:

L(k) = Z L (K) - (6)

The procedure is repeated for each k=1: kmax. If the series has fractal
properties over k, then:

L(k) ~ k™, (7)

where dy is called the Higuchi dimension.

2.3. Image analysis

In order to obtain high quality images for analysis, we are using an app
specifically designed [8] to acquire high-resolution, well focused, shadows free
images of skin lesions. The lesions are also guaranteed to be completely imaged
and centred. Each lesion has 3 images taken. For our study, we use a database of
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140 lesions (3 images each): 115 benign and 25 melanomas in early stages (with
associated histopathological results).

From each image we extract the region of interest - the lesion and we
analyse the information from the corresponding grey scale image representation
and also from each color channel: red, green and blue; we have 4 matrixes
denoted by Ig, Ir, Ic and Ig associated to each image of a lesion.

Considering, for example, a grey scale image A of W-width and H-height:

A=(@)aw, Va,e{0, 1 .., 255}; )

j=LH

one can transform it from its 2D representation (8) into an 1D representation by
using the vec operator (9):

vec: A(R) > R"™, vec(A) =col(ay, a,,...,a,,), i=LW . 9)

Moreover, we know where the lesion lies in the image, so we are going to
apply the above procedure only inside the previously identified lesion contour:

Y ={y,|i=15}, (10)

where S is the area (in pixels) delimited by the lesion’s contour.

After normalization, we obtain the following “spatial series™: Ygr, Yr, Yo
and Yg, that correspond to Iy, Ig, Ig and Iz matrixes and estimate d. and dy for
each spatial series.

In terms of computational duration, the dy estimation method runs in less
than 1 second while the dc estimation methods is time consuming (more than a
minute in most of the cases).

3. Results and conclusions

3.1. Results

The analysis set (140 lesions) was divided into a training set (12
melanomas and 57 benign lesions) and a test set (13 melanomas and 58 benign
nevi). For each lesion we have 3 associated images — so 3 results for each
descriptor. The final value of a lesion’s descriptor is the mean of the 3 values.
The requirements for a relevant descriptor are made in terms of sensitivity (Ss)
and specificity (Sp) of the classification:

TP TN

s =——100; Sp=———-100, (11)
TP+ FN TN + FP
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where: TP (true positive) stands for the number of correctly identified melanomas,
FN (false negative) is the number of melanomas that are not correctly identified,
TN (true negative) is the number of benign lesions that are correctly identified
and FP (false positive) is the number of benign lesions that are not correctly
identified as normal.

The mean dimension value (calculated on each color channel or on the
intensity matrix) is considered to be a relevant descriptor for melanoma detection
if it classifies the lesions in the training set with specificity (Spy) higher than 80%.
Considering this condition, the mean d. and dy values (Vq) that best separates the
lesions in benign and cancerous are determined and the associated sensitivities
(Ssyr) and specificities (Spy) are calculated on the training set. Next, the
specificity (Spwst) and sensitivity (Segwst) are calculated on the test set and the
obtained results can be found in Table I.

Table 1
Sensitivities and specificities values for the training and test set — d. and dy

SS'rr Sptr Vd Setest Sptest SS'rr Sptr Vd Setest Sptest

dc dc dc c c dH H dH H H

[%] | [%] 6] | [%] | [%] | [%] [%] | [%]
Red color

channel 76.92 | 80.7 | 1.53 83 81.03 | 58.3 |[80.7| 1.39 | 46.15 | 74.14
Green

color 50 80.7 | 1.28 | 53.85 | 75.86 | 41.67 | 80.7 | 14 | 46.15 | 7241
channel
Blue color

channel 58 80.7 | 1.32 | 6153 | 77.59 50 80.7| 14 | 53.85 | 74.14
Grey scale

image 75 85.96 | 1.39 | 76.92 | 82.75 | 66.67 | 80.7 | 1.38 | 61.53 | 79.31

These results show that the methods proposed in this article lead to good
classification performances when considering the correlation dimension estimated
for Yr and Yy and the Higuchi dimension estimated for Y.

3.2. Conclusions

NTSA methods prove efficient in the context of image analysis, providing
reliable texture descriptors.

By taking into consideration the correlation dimension calculated for the
red image channel and the grey scale image and, also, the Higuchi dimension for
the grey scale image along with other texture [9], shape [8] and color descriptors
of a skin lesion, we expect to create an automatic diagnosis algorithm that equals
the dermatologist’s accuracy.
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