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APPLYING TAGUCHI METHOD FOR CONTROL 
PARAMETERS OF AN INDUCTION MOTOR 

Catalin Silviu NUTU1, Mihai Octavian POPESCU2 

This paper is intended to provide a model for the study of the quality of 
squirrel cage induction motor, based on the Taguchi Method. By measuring the 
values of the considered quality characteristic - the rated current (IN) as being 
dependent of the control parameters: rated rotation speed (nN), rated torque (MN), 
rated phase voltage (UphN), efficiency (η) and power factor (cosφ) of the analyzed 
induction motors, one can conclude about  the combination of the control factors 
which produces the best quality result.  
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1. Introduction 

In the present scientific literature the Taguchi Methods were used mainly 
to assess one or more of the quality characteristics considering a set of control 
factors deemed to influence the respective quality characteristic/ characteristics. 

Much of the published scientific material regarding the Taguchi methods 
refers to processes within the area of mechanical processes such as welding, 
drilling, end milling or hard machining in general. The purpose of such works is 
to determine the optimal combination of process parameters leading to the best 
values for the quality characteristic. (See [1]&[2] from Bibliography) 

In order to determine the best combination of control factors the steps 
usually performed in the Taguchi methods are: 

1. Identify the quality characteristic or characteristics 
2. Identify the control factors also named control parameters or process 

parameters. 
3. Identify the objective function (quality loss function) to be optimized by 

selecting it from the available three alternatives: smaller the better, nominal 
the best or larger the better. 
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4. Selection of the Taguchi design - orthogonal array (OA) which determines 
the matrix of experiments to be conducted. 

5. Conducting the matrix experiment according to selected design. 
6. Calculation of the S/N ratios for each experiment pertaining to the matrix 

and determination of the optimal combination of the control factors. 
Sometimes, with a view to decide with regard to the importance 

(magnitude) of the control factors it is useful to apply ANOVA technique. 
Regression analysis is used, usually, additionally to ANOVA, in order to 

determine the relationship between the analyzed quality characteristic/ 
characteristics and the control parameters.  

2. Application of Taguchi Method for the control parameters of an 
induction motor 

The Taguchi Method consists, in general, in the conducting of the afore 
mentioned five main steps, already presented in the introduction chapter of this 
paper.  

Now, in our case for an induction motor, in order to apply the presented 
five stages of the Taguchi Method, we have to choose a quality characteristic or 
quality attribute which can be measured during the experiments conducted. The 
chosen quality characteristic used in the paper is the rated current (IN) of the 
motor. 

For the induction motor, this quality characteristic is deemed to be 
influenced by a set of chosen control factors (control parameters). The main idea 
behind the Taguchi Method, thus applied for the induction motor, is to calculate 
the signal to noise ratio (S/N ratio) corresponding to the measured values of the 
quality characteristic and values of control factors.  

The calculation of the S/N ratio, thus follows for every experiment 
conducted. These experiments, for the Taguchi Method, are conducted respecting 
a certain design of experiments (DOE), which in the case of the Taguchi Methods 
has the form of an orthogonal array (OA).  

The OA’s, discovered and applied by Genichi Taguchi, are one of the most 
important point in application of the Taguchi Methods, and their main advantage 
is that OA’s are reducing the number of the experiments necessary to be 
conducted in a full factorial design of experiments. 

The best (optimal) control factor combination is that combination from the 
Taguchi OA, for which the S/N ratio has the maximal value. 

The considered motor’s batch within the research is a batch of 180W rated 
power three phase squirrel cage induction motors. 

There were selected five control factors (parameters) determining the 
value of the quality characteristic:  rated rotation speed (nN), rated torque (MN), 
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rated phase voltage (UphN), efficiency (η) and power factor (cosφ), the last two of 
them being parameters depending on the performance of the construction of the 
induction motor. 

The selected levels of the identified control parameters are presented in the 
following Table 1: 

Table 1 
Control factors and their levels 

No. Control factor/notation/description/ 
measurement unit Level 1 Level 2 

1 A (nN: rated rotation speed) [rpm] 2700 2800 
 

2 
 

B (MN: rated torque) [Nm] 
 

 
0,60 

 
0,65 

3 
 

4 
 

5 

C (UphN: rated phase voltage) [V] 
 

D (η: efficiency) n.a. 
 

E (cosφ: power factor) n.a. 

230 
 

0,65 
 

0,75 

240 
 

0,70 
 

0,80 
 

The selected quality loss function refers to the loss derived by deviation 
from the targeted value of the chosen quality characteristic, rated current (IN), and 
it is consequently the nominal the best alternative. 

The selected orthogonal design for the experiments to be conducted is an 
L8 orthogonal array, having the form presented in the Table 2, beneath.  

Table 2 
L8 orthogonal array  

No. A B C D E 

1 
 

2 
 

3 
 

4 
 

5 
 

6 
 

7 
 

8 

1 
 
1 
 
1 
 
1 
 
2 
 
2 
 
2 
 
2 

1 
 

1 
 

2 
 

2 
 

1 
 

1 
 

2 
 

2 

1 
 

1 
 

2 
 

2 
 

2 
 

2 
 

1 
 

1 

1 
 
2 
 
1 
 
2 
 
1 
 
2 
 
1 
 
2 

1 
 
2 
 
1 
 
2 
 
2 
 
1 
 
2 
 
1 

 

This table, representing the L8 orthogonal array (L8-OA), presents the 
experiments to be conducted for the induction motors, the first column is 
representing the experiment number, the letters from A to E are representing each, 



206                                         Catalin Silviu Nutu, Mihai Octavian Popescu 

one of the five control factors, the values 1 and 2 from the table are representing 
the chosen level of the control factors. Thus, for the example, the row No.1 is 
representing the first of the eight experiments conducted for the chosen L8-OA, 
where the control factors A, B, C, D, E of the induction motors are all on the level 
1, according to the Table 1 above. For each of the 8 experiments five values of the 
rated current were measured. Results can be found in the following Table 3. 

Table 3 
Results for the matrix of experiments conducted 

No. Mesured rated current value (IN) Mean Standard 
deviation S/N ratio N1 N2 N3 N4 N5 

1 0.52 0.54 0.57 0.54 0.56 0.55 0.02 28.9465 
2 0.49 0.48 0.51 0.55 0.56 0.52 0.04 23.2535 
3 0.54 0.56 0.57 0.58 0.56 0.56 0.01 31.5713 
4 0.55 0.56 0.58 0.54 0.55 0.56 0.02 31.2811 
5 0.53 0.52 0.51 0.53 0.56 0.53 0.02 29.0430 
6 0.57 0.59 0.58 0.6 0.58 0.58 0.01 34.1898 
7 0.62 0.61 0.60 0.59 0.59 0.60 0.01 33.2860 
8 0.60 0.58 0.59 0.61 0.57 0.59 0.02 31.4378 

The results are showing that the optimal control parameter combination is 
corresponding to the sixth factor combination from the Table 2. 

On deciding about the importance of the control factors we use the 
ANOVA technique applied for the measurements performed, taking into account 
that there are 5 control factors it follows that the total sum of squares may be 
expressed as addition of the sum of squares corresponding to each of the 5 control 
factors, plus the term corresponding to the error. 

Table 4 
ANOVA/ Significance of the control factors 

No. SS Values Importance 

1 
 
2 
 
3 
 
4 
 
5 
 
6 
 
7 

SS1 
 

SS2 
 

SS3 
 

SS4 
 

SS5 
 

SSe 
 

SST 

0.01346 
 

0.01541 
 

0.00216 
 

0.00216 
 

0.00616 
 

0.00321 
 

0.04256 

31.63% 
 

36.21% 
 

5.08% 
 

5.08% 
 

14.47% 
 

7,54% 
 

100% 

Regression analysis on the measured data can be also performed with the 
purpose to identify the relationship between the measured values of the current 
and the values of the control factors. 
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Regression analysis allows one to establish relationships between the 
dependent (in our case, the quality characteristic) and independent variables (in 
our case, the control factors) or to make predictions about the numerical 
dependent variable based on one or more numerical independent variables. 

There are two possible outcomes: if such a relation is found, it is 
consistent with the hypothesis of a causal influence between the dependent and 
independent variables, if instead no relation is found then the result suggests that 
there is no causal influence between the dependent and independent variables. 
However, in both cases the presence or the absence of the causal influence is not 
proved. 

In the regression analysis one has to check whether there is a linear 
relationship between the output and input, or between the dependent and 
independent variable or between the response and explanatory. 

The regression model has the form: 

ݕ ൌ ଴ߚ ൅ ݔଵߚ ൅ ݁                                             (1) 

where β1 is called the regression coefficient or the slope of the line and e is 
the error term. 

The parameters β0 and β1 need to be estimated and their estimations will 
be denoted as b0 and b1 and hence the equation is 

^ݕ ൌ ܾ଴ ൅ ܾଵ(2)                                                        ݔ 

b0 and b1 are to be calculated by minimizing the sum of square errors 
 

SSE=∑ ݁௜ଶ௡
ଵ =∑ ሺݕ௜ െ ௜ሻଶ௡^ݕ

ଵ =∑ ሺݕ௜ െ ܾ଴ െ ܾଵݔ௜ሻଶ௡
ଵ                  (3) 

The regression line obtained by performing of the above mentioned 
regression analysis is: 
IN = -0.295 + 0.000310 nN + 0.660 MN – 0.00060 UN + 0.040 ηN – 0.380 cosφ 

Having the coefficient of determination (R2) equal to 0.802.  
In fact the theoretical relationship between the used control factor and the 

value of the rated current is well known from the theory of three phase induction 
motors. 

3. Conclusions 

The conclusion that can be drawn from the above study is that the optimal 
combination of control factors in order to obtain the best value of the rated current 
is for rated rotation speed nN=2800 rot/min, rated torque MN=0,60 Nm, rated 
phase voltage UphN=240 V, efficiency η=0,70 and cosφ=0,75. The chosen quality 
loss function alternative is “the nominal the best” alternative. Perfoming ANOVA 
technique it results the importance of each considered control parameter. It 
follows that the most significant parameters for the value of the rated current are 
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the rated rotation speed nN and rated torque MN with contributions of 31,63% 
respectively 36,21% and the least important control factors are the rated phase 
voltage UphN respectively efficiency η each of them with a contribution of 5,08%. 
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