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VIRTUAL REALITY GAME FOR TRAINING THE VISUALLY
IMPAIRED IN SENSORY SUBSTITUTION

Silviu IVASCU?, Alin MOLDOVEANU?, Florica MOLDOVEANUZ, Anca
MORAR?, Victor ASAVEI®, Cristian LAMBRUS®, Ana-Maria TUGULEA’

This paper presents a virtual reality application intended as a training tool
for the visually impaired in sensory substitution. Although the proposed solution is
dedicated to visually impaired people (VI), it can be used by sighted people as well.
The application can be classified as an orientation and mobility (OM) game, where
the players perceive the virtual environment only through audio and haptic stimuli.
Since the visual representation of the environment was purposely eluded, special
attention was paid to the sonification strategies and to the haptic feedback.
Furthermore, to increase immersion by simulating real phenomena, advanced sound
design has been incorporated. The game logic guides the user to navigate a
labyrinth and collect several items, by using only sound and vibration. We
performed a multi-modal evaluation, to assess both the opinion of users regarding
sound orientation capability quality and intuitiveness, and their performance in
accomplishing the game tasks. The test findings show that the users adapted with
relative ease to the sonification models and therefore were able to solve
straightforward the game problematique.
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1. Introduction

According to the World Health Organization (WHO) report on vision in
2019[1], there are 2.2 billion people who have vision impairment. Of these
people, there are at least 1 billion that have a vision impairment which could have
been prevented or that can be addressed using rehabilitation procedures. In the
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past 30 years, by virtue of concentrated action, progress has been made regarding
data accuracy due to an increased number of population-based surveys.

It is reasonable to say that vision, being the most dominant of our senses,
plays a salient role in our lives. From a social standpoint, interpersonal
interactions are in the lack of non-verbal cues such as facial expressions and
gestures in the case of visually impaired participants. If the visual problems are
present early in life, for people in this conjecture, the negative impact on their
formative process is greater, as the available diversity of educational materials and
methods is narrowed, which leads to limited development of social skills, lower
self-esteem, and perturbations in their well-being.

Vision also plays an important role in social activities and sports, essential
to mental and physical health, socialization, and personal character definition.

As it is the case for many adults, having the sense of vision, furthers
employment and contributes to the economy as most work-related available
activities cannot be accomplished in lack of it. Occupation exercising facilitates
personal independence and social contact, maintaining individual well-being
while contributing to societal development.

As Dela Torre and Khalig mention in their work, games are usually
lacking accessibility for the VI community [2]. Some of the techniques presented
in their paper (auditory navigation, binaural audio and sonification techniques)
have been exploited in our work, to achieve accessibility for the VI.

2. Related work

Several early works on gamification for visually impaired, as audio and
sometimes audio-haptic games and virtual environments, are described in [3-13].

Corresponding to our application, is the virtual environment which has
been utilized for the training of VI users, during the alpha testing phase of the
Sound of Vision (SOV) device [14] [15]. The Sound of Vision project [16-23]
paid utmost attention to developing games and virtual environments as an
efficient mean to train visually impaired users in how to use the device [20-36].
This device has the propriety of guiding the user to be able to freely navigate in an
unknown environment, by means of translating wearable camera images into
audio signals and vibrations.

As relevant example of a VI game that is currently available and which is
based on similar principles of functionality as the ones we employ, is the
Nintendo Switch exclusive, called 1-2 Switch [2]. This application features a
series of 28 small games, which all use the same hardware specific game
mechanics. In case of the VI users, the visual aspect of these games can be
removed but then, all the levels can still be played because as main output, the
feedback for winning or losing is communicated verbally and in the case of



Virtual reality game for training the visually impaired in sensory substitution 17

navigation, the accelerometer and buttons from each gamepad are necessary. An
important feature is that the 1-2 Switch allow to be played by either one or two
people, so they are competitive. Since the games do not feature real-world
situations, their main purpose is entertainment.

Another virtual environment entertainment application, with a focus on
sound design, is the work of Fizek et al., the Audio Game Hub [37]. This
application features 8 games which are available on both mobile and desktop
platforms.

Other related work to be mentioned for the purpose of the specific
methodologies used during their design, are the applications studied by Mattheiss
et al. [38] and Baker et al. [39].

The originality of the work presented in this paper comes from multiple
factors. First, the sonification of the scene uses Google Resonance audio. This
type of environment sonification is very close to reality as it simulates sound
occlusion, reflection and reverberation, physical wave phenomena, detailed in the
following chapters. The sonification modelling also considers the type of material
which the obstacles are made of. As a practical aspect, the virtual vehicle controls
and behavior have been modeled using real quadcopter device design, which the
VIP can effectively train for using this application and pilot after.

With respect to the virtual training environment used by the Sound of
Vision project, our current project presents two fundamental differences: the
entertainment feature of our application and, the applied sonification methods
compatible to our virtual vehicle (quadcopter). If the Sound of Vision software
has been designed to serve only special purposely designed hardware, ours is
modelled to train pilots with or without the sense of vision, taking into
consideration an abstraction of a quadcopter and the generic controls specific to
these real vehicles. Furthermore, by comparison to the Sound of Vision project,
our application can be used for flight pilot training and also for entertainment
purposes, hence the sonification methods are specifically adapted to the virtual
vehicle quadcopter design and environment. If Sound of Vision is a hardware and
software solution for VIP, designed as an aid for independent living, the aim of
this project is to provide an interactive entertainment solution, for bettering the
quality of social life (the VIPs can play a complex game with other -impaired or
not- people).

3. Application design

The proposed application was designed for both desktop and mobile
(android only for the time being). The technologies used during the
implementation are Unity game engine, the Google Resonance Audio SDK for
Unity, Ableton Live 11 - as our Digital Audio Workstation (DAW) - and XAMPP
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for our web server which stores the statistical data. The only difference between
the two application versions - desktop and mobile - is that only the mobile version
has support for the head tracking functionality. The core game loop of the
application is centered around the user navigating a labyrinth and collecting
several items. The user navigates with a virtual flying vehicle which is controlled
with a gamepad to collect objects scattered in each scene.

The choice of app deployment on mobile platforms has considered the
game scenario of a person sitting inside a flying vehicle, whilst the tracking of the
rotation movements of his head constitutes relevant perception freedom
parameters. In this case, the users cannot move, they can only rotate their head to
hear the sounds from a different perspective.

An important design objective was to make use only of consumer
electronics. Custom hardware will always be more efficient, as in the case of the
Sound of Vision project [40], yet by using consumer electronics we hope for a fast
and wide software distribution, hence the cost-effective solution. The required
hardware components for the mobile version of the proposed application are:

e Android smartphone (Fig. 1 a)

e Stereo headphones (Fig. 1 b)

o Gamepad (preferably Xbox One) (Fig. 1 c)
e Mobile phone headset (Optional) (Fig. 1 d)

Fig. 1. Hardware consumer electronics

An over the ear type of headphones is recommended to achieve a higher
degree of external noise dampening, although any type of headphones will work.
The mobile version features the capability of using the phone’s in-built
accelerometer for tracking the rotation of the user’s head.
The desktop version of the proposed application requires:
e Computer
e Stereo headphones
e Gamepad (preferably Xbox One)
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When using the desktop version, the hardware lacks head-tracking
support, so we recommend that the users maintain a fixed position of their head,
because only rotating with the virtual vehicle (using the gamepad) is possible.

4. User interaction

The initial tests included a virtual vehicle control scheme, designed to be
conceptually close to an airplane type of control, as shown in Fig. 2.

Fig. 2 Airplane control scheme

The virtual airplane model had, by default, a slow forward velocity. This
velocity could be altered by tilting the right joystick on the Y axis. Tilting the
right joystick up on the Y axis increased the forward velocity, tilting it down on
the Y axis reduced the velocity to the minimum default. The main disadvantage
observed in this case has been that the user could not maintain a fixed position
necessary for orientation with audio feedback. Tilting the same right joystick on
the X axis to the right, would change the Yaw of the plane. From the user's point
of view, this caused the tip of the plane to rotate toward right.

Tilting the left joystick on the Y axis was used to alter the pitch and roll of
the airplane like an airplane handle. Tilting the left joystick up on the Y axis made
the tip of the airplane move down, lowering the altitude. Tilting the left joystick
right on the X axis rotates the airplane right (rolls the airplane right). By tilting the
left joystick right or left, the user could rotate to the point of flying upside down.
The roll of the aircraft was automatically adjusted periodically to avoid the
situation in which the user was flying upside down. After a few days of testing,
we concluded that the average user could not adjust to this control scheme. The
user’s feedback was constantly confusing as they felt like the aircraft movement
was not correlating with their commands. Based on this preliminary feedback, we
adjusted the controls to the second test version which is closer to the
filming/photography drones’ control scheme.

Using the right joystick, the user can move the vehicle on the X and Y axis
(red and green axis in Fig. 3). By tilting the right joystick on the vertical axis, the
vehicle moves forward and backward, and by tilting the right joystick on the
horizontal axis, the vehicle moves left and right, like a quadcopter.
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The left joystick is used to rotate the vehicle along its Z axis. By tilting the left
joystick on its horizontal axis, the user can modify the yaw of the vehicle. Tilting
the joystick on the vertical axis, the altitude of the vehicle is modified (Fig. 3).
The main advantages of this control scheme are the following:

e The user could stay still and focus on the sounds

e Speed could be controlled more efficiently

e User’s roll is constant, thus the problem of flying upside down is fixed

Altitude
- A_‘%aw 4
/-'t //‘ '

Forward/ l Left/Right

Speed

Fig. 3 Quadcopter/Drone control scheme

5. Level design

The virtual environment consists of simple scenes, which are paths
containing only 90° turns. The difficulty of each scene is given by the number of
targets needed to be collected, the length of the path, and the number of turns. To
get a sense of orientation, the opening of the path is 20 meters wide by 20 meters
high. The target to collect is a cube of 2m3 in volume and it is the same magnitude
of the virtual vehicle controlled by the user. Targets are always placed away from
the walls. Fig. 4 illustrates views of the environment, to offer a sense of the object
magnitudes involved as they could be perceived with sight. The software does not
render any scene geometry on the screen.

Fig. 4 Scenes seen from above in order of difficulty from easy (top left) to hard (bottom right)
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6. Sonification and Sound design

Sonification

For sonification we have used the Google Resonance Audio SDK for
Unity which supports HRTFs (Head Related Transfer Functions), with different
types of sound occlusion and convolution reverb calculated based on the volume
and the material of the walls. Further we will succinctly present the relevant
details of our sonification design and functionalities.

The HRTFs are used as provided by Google, with no further formulae or
code alterations. For simplifying of the VI user training process, we decided to
apply a single material for all the walls of the scenes, so the occluded sounds
could be rendered similarly in terms of the frequency spectrum. The Google
Resonance Audio SDK helps the design to automatically add frequency filters to
sounds which have an obstacle placed between the listener and the sound source
inside the virtual environment. Predefined filters for each material assigned for the
obstacles have been employed. The HRTFs simulates the shape of the human
head, and the way sound reflects and passes through the human head before it is
perceived. Convolution reverb is a special type of sound effect that is used to
simulate the reverberation of sound when it is circulating through a room. It is
based on a mathematical convolution operation, and it usually needs a pre-
recorded sample of the space it will simulate. The pre-recorded sample is called
an Impulse Response. Resonance Audio SDK provides a method of automatically
calculating the convolution reverb settings without the need of an Impulse
Response sample. Only the definition of the volume in which to calculate the
convolution reverb and the materials that the virtual objects are made of like
concrete, wood etc. is necessary. By using the obstacles with their predefined
volumes and materials, an accurate simulation of the reverberation in that virtual
room has been created.

In Addition to the aid Resonance Audio SDK provides, we have
implemented a supplementary sonification model, with the purpose of guiding the
aircraft through the scene. The sounds which are used, are as follows:

e Collision sounds have 4 levels of intensity designated based on the speed
at which the user collided with an obstacle and are triggered at the moment
of impact. A collision also triggers haptic feedback. The phone vibrates
briefly when the user collides with an obstacle.

e The Distance between the user and the closest front obstacle is modeled
as a beeping sound like car parking sensors. The amplitude of the signal is
modulated based on a digital wave. The volume is either 0 or 1. The
frequency of the modulator wave is increased based on the distance
between the user and the obstacle.
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e Targets constantly emit sound which is reflected by the surfaces of other
objects in the scene, like walls or obstacles. Once the user is directly
facing the target, an additional sound wave is played which varies in
amplitude based on the angle between the forward direction of the user
and the position of the target. The closer the target is to the center of the
user view screen — by looking directly at it-, the higher the amplitude of
the additional sound gets.

The sonification model described acts as a sensory substitution device [40]
and thus extensive user training is needed to play the game at its full capacity. Our
training sessions consisted of verbally explaining how the audio feedback should
be used and short 20 min sessions of in-app specific exercises. During the usage
of the application, statistical data has been collected and stored.

For storing the statistical data, we used a web server and a MySQL
database. For each training session, the following data is collected:

e Anonymous user information: age, height, weight

e Session information: application start time (including time spent using the
menu), end time, elapsed time (time spent only playing game levels)

e Scene information: name of the scene, time spent in the scene, average
target collection time, total number of targets, collected targets, number of
collisions, distance travelled.

e User’s trajectory in each scene (each level) in case the user got stuck in a
certain part of the scene due to poor level design or faulty collision.

Sound design

For the sound design process, we have used Ableton as our main DAW, as
it offers the main tools to process the sound efficiently without 3rd party software.
Ableton provides a digital frequency equalizer, compression, a synthesizer to
generate the tones needed and the possibility to process pre-recorded sounds for
simulating real processes like crashing the vehicle at different speeds. Techniques
described in the works of Rovithis et al. [41], Zattra et al. [42] and Delle Monache
et al. [43] have been utilized.

A Wavetable Synthesizer is one of the simplest ways to generate and
process sounds. The reason we chose a wavetable synthesizer instead of one based
on frequency modulation is due to the ease of use by comparison to the former. As
in our case, the wavetable synthesizer uses premade waveforms thus having a
quicker process of generating sounds. Frequencies for the audio stimuli suitable
for our project are chosen based on the research of Nan. et al. [44], Spoendlin and
Schrott [45], Riecke et al. [46] and Sininger et al. [47]. For the sonification model
that we are using, the repetitive sounds harmonics are situated predominantly on
the lower half of the hearing spectrum range (<1000 Hz) and present scarcely.
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This translates into a “smoother” waveform Fig. 5 (left). For sounds that need the
user’s immediate attention we use the 1000 — 2000 Hz range or higher with
multiple harmonics, projecting a “harsher” sound and waveform Fig. 5 (right).
The frequency intervals have been chosen based on the above-mentioned research,
and on the tests with users.
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Fig. 5 (Left) Repetitive "smooth" sound. Top — audio frequency spectrum. Bottom — waveform.
(Right) Rare "harsh" sound. Top — audio frequency spectrum. Bottom — waveform.

7. Testing and assessment

We performed several tests on three blindfolded users for one month and,
based on their feedback, we adjusted the application accordingly. The users were
asked for feedback regarding sound quality and level of satisfaction and their
experience regarding video games ranged from none to very experienced. After
adjusting the sound's frequency spectrums, the result was less ear fatigue resulting
in longer training sessions. Tests were also made with different scene
complexities leading to the final scenes which were like the ones presented in Fig.
6. Testing concluded that by increasing the complexity of the scenes more fatigue
is perceived by the players. As users became fatigued, training sessions shortened
due to user decision flaws and inconclusive test responses and results. The same
feedback form has been used for evaluating the interaction methods and as
explained by Fig. 2 and Fig. 3, the second design of the interaction method has
proven to work better.

Our statistics system collects data regarding the movement of the users
through the virtual environment, thus the 3D renders of the trajectories can be
analyzed, to methodically interpret the collected data. In Fig. 6 we can see
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examples of movement trajectories, for different users, on the last two testing
scenes.

Fig. 6 Examples of Scene 1 and Scene 2 sections with trajectories

Another problem regarding the level design was found in the case of the
3rd testing scene, shown in Fig. 7. The users have a tendency of moving directly
towards the target sound, thus having a problem of finding the correct path. For
example, in Fig. 7 one user starts at the bottom left of the figure. The first two
targets are easy to find. From this point, as seen from the blue trajectory, the user
needs a lot of time to find the last two targets due to the lack of sonification of the
path. Obstacles are not a problem for the sonification model in most cases.

The problem of finding the correct path could be addressed in two ways.
The first method would be to fix the design of the scene and add another target
pickup to guide the user. The second method would be to add a distinct sound
playable when a correct path is chosen, towards the next target. This user
orientation issue will be addressed in a future version of the application.

Fig. 7 Level design problem. Scene 3 seen from above

Regarding the results of our tests, our main performance indicator is the
Average Time to Collect Target (ATCT). This parameter is calculated per scene
when the user collects all the targets. It represents the total time it took to collect
all the targets in the scene starting from the moment of the first collected target,
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divided by the number of targets in the scene. As illustrated in Table 1, the user
with the ID 2 had an increase of ATCT for scene 2. The number of collisions for
Scene 2 is decreasing as the user gets accustomed with the sonification methods.
Scene 2 also has a total of 4 test sessions. For scene 3 ATCT is inconclusive, and
the collisions are increasing. This is influenced by the prevalence of fatigue
symptoms like wall collision at a higher rate, decision flaws like forgetting the
mapping of the controls, etc.

Although the game itself may seem unnatural for the users which are not
lacking the sense of sight, it is engaging from the point of view of attainable
targets. The immersion within the virtual environment is rapid as the controls and
the logic are quite simple but, to become proficient, a fair amount of play and
practice are needed. Once the sonification significance becomes nervous reflex,
the user can demonstrate skill and tactics to reach each target inside the labyrinth.
Qualitatively, the game addresses well the problem of training users to use this
sonification model. The targets, obstacles and paths are recognizable and,
virtualization helps with offering the players the lack of fear when navigating
without sight on an obstacle course.

8. Conclusions and future work

After the preliminary tests and adjustments, we concluded that our
application and sonification model can be used to navigate a virtual environment
with a quadcopter type vehicle using only audio and rudimentary haptic feedback.
The time it took users to get accustomed to the system was relatively short. After
3 sessions, most users get accustomed to the sonification model. Considering the
feedback received from our users, we believe that longer sessions of using the
application can greatly improve performance. The game can be used for training
the visually impaired to navigate in a real environment based on audio and haptic
feedback.

For future work regarding this type of application, our objectives include
adding collaborative logic to the game, like having multiple users coordinating
each other towards a common goal and adding a diversity of complex levels.

Table 1
Statistics for User 2
Time Tota

Level ATCT | Targets S

Time User
(seconds) 1D

.. Distance  Scene  Session
Collisions

(seconds  (seconds) Targ Collected (WEE) ID 1D
ets

117.009 58.5046 2 2 4 263.173 2 5 459.214 2
94.8204 47.4102 2 2 2 260.585 2 6 409.613 2
62.5521 31.2761 2 2 1 252.956 2 7 692.818 2
58.0107 29.0053 2 2 0 244.106 2 8 1380.52 2
115.367 38.4557 3 3 1 419.689 3 6 409.613 2
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137.357 45.7856 3 3 6 419.997 3 7 692.818 2
110.719 36.9064 3 3 4 407.297 3 8 1380.52 2
296.416 74.104 4 4 8 794.485 4 8 1380.52 2
473.689 118.422 4 4 23 1117.52 5 8 1380.52 2
369.916 73.9833 5 5 18 696.821 6 8 1380.52 2

Time Level is the time in seconds spent in the scene, Elapsed time is the
amount of time spent using the application.
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