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RESEARCH CHALLENGES IN OPINION MINING FROM A 
NATURAL LANGUAGE PROCESSING PERSPECTIVE  

Dumitru-Clementin CERCEL1, Ştefan TRĂUŞAN-MATU2 

In this paper, we focus on the Natural Language Processing (NLP) 
techniques that influence the precision of the opinion mining results. We analyze the 
challenges in opinion mining from a NLP perspective in order to describe a method 
with a better precision of the results. In this way, we select the different NLP 
techniques that can be used in opinion mining, and then we evaluate their impact on 
the opinion mining task. We used in our experiments a set of forum data. 
Experimental results show that by applying NLP techniques such as coreference 
resolution, negation, and stemming, it is possible to improve the opinion mining 
performance compared to a basic NLP method which does not use these three 
techniques. 
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1. Introduction 

 Opinion mining is a research field of great interest because many 
applications are based on opinion mining, including opinion summarization [1], 
opinion propagation [2], [3] and sentiment prediction [4]. Opinion mining is a 
research field that can apply Natural Language Processing (NLP) techniques. The 
main distinction between NLP and opinion mining is that NLP deals with the 
whole semantics of a text, whereas opinion mining is limited to some semantic 
aspects of a text, such as the target entity, the opinions about the target entity, the 
positive, negative, or neutral sentiment of the opinions [5, p. 13]. 
 Esuli and Sebastiani [6] indicate that opinion mining implies two steps. 
The process of opinion mining begins with a binary classification step in order to 
distinguish between objective and subjective sentences. Only the subjective 
sentences are handled further. Thus, for each subjective sentence, the type of 
polarity is determined: positive or negative. Then, the algorithm finds the 
sentiment strength of the opinion words: weak sentiment, mild sentiment, or 
strong sentiment. Although Esuli and Sebastiani consider that opinion and 
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subjectivity are total synonyms, their approach does not extract all the opinions 
expressed in texts because subjectivity is not equivalent to existence of opinions. 
Opinion mining and subjectivity analysis are partially similar tasks. There are 
situations in which a subjective sentence does not imply a positive or negative 
opinion about something (e.g. “I think that he went home”) [5, p. 27]. Similarly, 
an objective sentence can express sentiments. An example for illustrating this last 
idea is the following sentence: “The earphone broke in two days” [5, p. 27]. This 
is an objective sentence, but it implies a negative implicit opinion.  

The approach that we use to detect and characterize the opinions from 
texts is based on NLP techniques and consists from three steps. Firstly, we focus 
on two basic preprocessing techniques applicable to a text containing opinions: 
tokenization and Part-of-Speech (POS) tagging. Subsequently, we consider the 
dependency relations between words as a method used to determine opinion 
words. Then, we apply a technique intensively studied in the NLP field, 
coreference resolution. This technique should be considered in opinion mining 
because otherwise “opinion information will be lost” or “opinions may be 
assigned to wrong entities” [7]. Finally, we employ two NLP techniques that 
influence the opinion word sentiment detection step in an opinion mining process. 
Here, we apply the stemming technique to find opinion words in the opinion 
lexicons. Moreover, in the case in which an opinion word is modified by a 
negation word, then the polarity of the opinion word changes. 

We evaluate the proposed method on a part of the Internet Argument 
Corpus [8] on which we make own annotations. The results show that all these 
particular NLP techniques improve the opinion mining process. 

The rest of the paper is divided into the following sections. In Section 2, 
we review the main methods used for opinion mining. Section 3 describes our 
approach for opinion mining. Experimental results and discussions are presented 
in Section 4. In the last section we will discuss the conclusions of this research. 

2. State of the Art 

Various opinion mining methods have been developed for interpreting the 
textual data which are in a permanent increase. Typically, the opinion mining 
methods [9], [10], [11], [12] has focused on dependency parsing. In this paper, we 
have extended these previous works and have introduced additional NLP 
techniques such as coreference resolution and negation. The computational 
treatment of coreference resolution improves in precision the opinion word 
extraction step. We also improve the opinion word sentiment detection process by 
incorporating the negation of opinion words. 

Methods of identifying the sentiment expressed by an opinion word can be 
classified into: machine learning methods, corpus-based methods, and opinion 
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lexicon-based methods. The main approaches of machine learning as supervised 
and unsupervised techniques can be used to classify sentiments [13], [14]. 

The opinion lexicon-based and corpus-based methods often use seed sets 
of opinion words. More exactly, given two small seed sets whose orientation we 
know a priori (i.e. each set has positive and negative opinion words, respectively), 
we will extend these initial seed sets. As regards the opinion lexicon-based 
methods [15], in order to infer how strongly or weakly a new opinion word is 
semantically related to the opinion words from the seed sets, the measures that 
take into account the semantic relations between words in hierarchies such as 
WordNet [16] are used. As regards the corpus-based methods [17], the new 
opinion words are extracted from a domain corpus. 

3. Proposed Method 

In what follows, we consider that the opinion mining process involves 
three steps for a given set of text documents and a given target entity: firstly, a 
text preprocessing step is necessary to conveniently prepare the input data, 
secondly, identifying opinion words about the target entity in documents (the 
opinion word extraction step), and finally, determining the sentiment of the 
opinion words, which can be positive, negative, or neutral (the opinion word 
sentiment detection step).  Although specific methods can be used to solve each of 
the three steps, we take into account that there are some NLP techniques that 
influence the results of the opinion mining process. In Figure 1, we outline these 
NLP techniques for each step. 

 

 
Fig. 1. Overview for our approach to opinion mining using NLP techniques. On the top of 

the rectangles we  mentioned the main steps of the opinion mining process, and inside the 
rectangles we enumerated the NLP techniques specific to each step. 

3.1. Text Preprocessing 

Text preprocessing techniques must be adapted for the type of application 
that implements them. For example, in opinion mining algorithms “we need to 
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avoid removing the syntax-containing words” while text preprocessing techniques 
are addressed [18, p. 389].  

Tokenization is defined by Manning and Schütze [19, p. 124] as a step of 
preprocessing that consists in splitting “the input text into units called tokens” 
such as words, numbers, or punctuation marks. Thus, a token is a sequence of 
characters such as letters, numbers, punctuation marks, or any sign that has a 
particular meaning. The tokenization process is complex since a sentence may 
contain syntactically ambiguous forms such as abbreviations (e.g. “Ph.D.”), dates 
(e.g. “13-08-86”), acronyms (e.g. “ACM”), numbers, or punctuation marks.  

POS tagging [20], [21] is the task of assigning the corresponding part of 
speech to each word in an input text. However, may be ambiguities in the POS 
tagging process. These ambiguities arise because a word can have multiple 
morphological values depending on context. Many methods have been proposed 
in order to improve the accuracy of results.  

The sentences from the text documents are preprocessed (i.e. tokenization 
and POS tagging) by using Stanford CoreNLP [22]. Stanford CoreNLP is a 
complex package and provides support for many NLP tasks. 

3.2. Opinion Word Extraction 

The goal of this step is to identify opinion words about target entities in a 
given text document. In our approach, we consider that a target entity is 
syntactically defined by a noun term and opinion words express opinions about 
these noun terms and can be one of the following parts of speech: adjective, 
adverb, or verb. 

Performing a morphological and syntactic analysis of a sentence, we can 
establish dependency relations between its words. Marneffe et al. [23] developed 
a set of Stanford dependency relations between words in a sentence. Each 
Stanford dependency relation is a binary grammatical relation between two words. 
One word is called the governor word (also called head word) and the other is 
called the dependent word. Formally, a Stanford dependency relation is 
represented in the form abbreviated relation name (governor, dependent), where 
the dependency relation exists between the governor word and the dependent 
word.  

From an opinion mining perspective, Stanford dependency relations 
between words in a sentence have importance because there are some dependency 
relations that can be used to extract opinions. More concretely, these Stanford 
dependency relations for opinion mining directly or indirectly establish a syntactic 
dependency relation between a noun term and the opinion word about this noun 
term.  In Table 1, we summarized the relevant Stanford  dependency relations [23] 
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used by us to identify pairs in the form of (noun term, opinion word) from 
sentences. 

 
Table 1 

The set of dependency relations used for opinion extraction  
Dependency Relations Description 
dobj (“direct object”) The opinion word is a verb or a complement following a copular verb 

nsubj (“nominal 
subject”) 

The opinion word is a complement following a copular verb 

amod (“adjectival 
modifier”) 

The opinion word is the adjectival modifier of a noun 

advmod (“adverbial 
modifier”) 

The opinion word is an adverbial modifier of a verb 

acomp (“adjectival 
complement”) 

The opinion word is the adverbial complement of a verb 

xcomp (“open clausal 
complement”) 

The opinion word is the complement following a copular verb 

 
Algorithm 1 extracts pairs in the form of (noun term, opinion word) 

from a given sentence by using the Stanford dependency relations described 
above. For each dependency relation, we apply its definition. 

 
Algorithm 1: Identifying Stanford Dependency Relations for Opinion Mining  
Input: s – sentence 
Output: Ω  – a set of pairs (noun term, opinion word) 
 1:  Ω  ←  Ø 
 2:  R  ←  Parse(s) // the set {relj(hk, dl)}j,k,l∈Գ of all dependency relations  
 3:   between the words from the sentence s; 
 4:  for each dependency relation relj(hk, dl) in R do      
 5:   if  relj  = “dobj” and checkVerb(hk) and checkNoun(dl) then 
 6:    Ω  ←  Ω  ׫  (hk, dl)  
 7:   end if 
 8:   if  relj  = “nsubj” and checkAdjective(hk) and checkNoun(dl) then 
   9:    Ω  ←  Ω  ׫  (hk, dl) 
   10:   end if 
   11:   if  relj  = “amod” and checkAdjective(hl) and checkNoun(dk) then    
   12:    Ω  ←  Ω  ׫  (dl, hk) 
   13:   end if 
   14:   if  relj  = “advmod” and checkVerb(dl) and there is reljj(hkk, dll) so that                                 
 15:    reljj  =  “rcmod” and dk = hkk  then 
   16:    Ω  ←  Ω  ׫  (hl,  dll) 
   17:   end if 
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   18:   if  relj  = “acomp” and checkVerb(hk) and there is reljj(hkk, dll) so that           
 19:    reljj = “rcmod” and hk  = dll then 
   20:     Ω  ←  Ω  ׫  (dl, hkk) 
   21:   end if 
   22:   if  relj  = “xcomp” and checkVerb(hi,k) and there is reljj(hkk, dll) so that   
 23:    reljj  =  “ccomp” and hk = dll then 
   24:     Ω  ←  Ω   ׫  (hkk,  dl) 
   25:   end if 
   26:  end for 

The task of coreference resolution implies the identification of “noun 
phrases (NPs) that refer to the same entity in a text” [24]. For instance, in the 
review “I bought a Canon S500 camera yesterday. It looked beautiful. I took a few 
photos last night. They were amazing”, the noun “It” refers to the object “Canon 
S500 camera”, and the pronoun “They” refers to the attribute “photos” [7]. We 
resolve dependency parsing and coreference by applying NLP tools from the 
Stanford CoreNLP package. 

3.3. Opinion Word Sentiment Detection 

After the step of extraction of opinion words from sentences, the next step 
is to establish the sentiment expressed by each opinion word. We take into 
account two NLP techniques that influence the opinion word sentiment detection 
step such as valence shifters and stemming. 

Valence shifters are words or expressions that intensify, diminish, or shift 
the polarity (from positive to negative or vice versa) of opinion words in a 
sentence. For our purpose we consider negation, as a category of valence shifters. 
The use of negation changes the polarity of opinion words, from positive into 
negative. For example, in the sentence “I don’t like the snow”, the verb “like” has 
a negative polarity because of the negation “not”. Negation can appear in many 
ways: negative words (e.g. “no”, “not”, “never”, “none”, “nobody”, “no more”, 
“nowhere”), prefixes (e.g. “un-“), or suffixes (e.g. “-less”) [5, p. 32]. To identify 
negation in sentences, we take into consideration the Stanford dependency 
relation called neg (“negation modifier”). 

In this paper, we adopt an opinion lexicon-based approach to identify the 
sentiment expressed by each opinion word. However, there is an issue when the 
opinion words with the same root refers to a certain inflected form or derived 
opinion word, but the opinion lexicon contains other morphological forms or 
different opinion words of the same lexeme. A solution can be given by stemming 
algorithms that are studied in the NLP area. In a definition given in the NLP 
literature, stemming means “a process that strips off affixes and leaves you with a 
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stem” [19, p. 132]. In inflectional languages, besides some invariable words (i.e. 
without inflectional forms), words usually have the following structure in a 
sentence: a stem, which carries the lexical sense, plus inflectional affixes, which 
have not an independent sense. After removing the inflectional affix remains the 
stem. We also work with Stanford CoreNLP to perform stemming on opinion 
words. 

Opinion lexicons represent important resources to identify the sentiment of 
opinion words. There are available several opinion lexicons that enable us to 
classify opinion words into one of the following sentiment categories: positive, 
negative, or neutral. In this way, we classify the opinion words by applying the 
algorithms presented in [25]. These algorithms use the following four opinions 
lexicons:  

• SentiWordNet version 3.0 [26] is an opinion lexicon in which the opinion 
words are classified into three sentiment categories: positive, negative, and 
neutral. For this purpose, an automatic annotation of all the synsets contained in 
the WordNet 3.0 lexical database is performed, so that each synset s receives three 
real sentiment scores Pos(s), Neg(s), and Obj(s) depending on the respective 
positive, negative, and neutral sentiment of its words. Finally, this opinion lexicon 
contains 155,287 words from 117,659 synsets. 

• The Micro-WNOp [27] lexicon is composed of a subset of WordNet 
synsets, more precisely 1,105 synsets, which represent 1,960 distinct words. 
Unlike SentiWordNet, in the Micro-WNOp lexicon, the annotation of the 
sentiments of the synsets is made manually. Every Micro-WNOp synset was 
annotated with two numerical scores: one score indicates the grade of positivity of 
its component words, and another score indicates the grade of negativity of the 
component words of the same synset. 

• The MPQA subjectivity lexicon [28] comprises 8,221 subjective clues 
defined as single-word clues and which have “subjective usages”. Of the final 
subjective words, 33.1% have positive sentiment, 59.7% have negative sentiment, 
0.3% have both positive and negative sentiment, and 6.9% have neutral sentiment. 

• Bing Liu’s opinion lexicon [29] contains 6,786 opinion words. Opinion 
words in this lexicon are divided into two sets according to their sentiment: a set 
of opinion words with positive sentiment and another set of opinion words with 
negative sentiment. The opinion lexicon created by Bing Liu has been semi-
automatically generated. 

4. Experimental Results 

In this section, we analyze our experiments, including the data set and the 
evaluation metrics. 
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4.1.  Dataset   

We performed experiments on forum data from the Internet Argument 
Corpus (IAC) created by Walker et al. [8] to evaluate the effectiveness of the 
method presented in this paper. This corpus contains forum threads collected from 
the website 4forums3. IAC is a dataset freely available on the Internet and each 
forum thread is saved in the JSON4 format.  

In all the below-presented experiments, we used seven forum threads from 
the Internet Argument Corpus. The selected forum threads have been annotated by 
two human annotators. These have annotated each forum thread from two points 
of view. Firstly, they are extracted all occurrences of opinion words. Then they 
are asked to label each opinion word with the corresponding sentiment from the 
following variants: positive, neutral, or negative sentiment. Finally, the general 
agreement between human annotators is 85.39%. 

4.2.  Results  

First, we evaluate the effectiveness of the opinion word extraction step. In 
this experiment, we compare two methods: dependency parsing (depend) and 
dependency parsing with coreference resolution (depend + coref). We use a set of 
well-known evaluation metrics from information retrieval such as precision, recall 
and F-measure [30] to quantify the performance of this step. In Table 2, we show 
a comparison between the two methods. All these results indicate the 
effectiveness of usage of the dependency parsing with coreference resolution in 
the opinion word extraction step.  

 
Table 2 

Performance of opinion word extraction 
Method Precision Recall F-measure 
Depend 80.56% 74.23% 77.27% 

depend + coref 85.12% 78.43% 81.64% 
 
Next, we present the results for the opinion word sentiment detection step. 

For this purpose, we compare the performance of the following three methods: the 
opinion lexicon-based method but without considering stemming (lexicon), the 
opinion lexicon-based method with stemming (lexicon + stem), the opinion 
lexicon-based method with both stemming and negation (lexicon + stem + neg). 
We use the precision measure to evaluate the effectiveness of this step. We 
present all these results in Table 3. 
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Table 3 
Performance of opinion word sentiment detection 

Method SentiWordNet  Micro-WNOp MPQA Subjectivity 
Lexicon  

Bing Liu’s 
Lexicon  

Lexicon 53.25% 34.24% 51.48% 49.97% 
lexicon + 

stem 
74.9% 48.16% 72.41% 70.28% 

lexicon + 
stem + neg 

78.77% 52.03% 76.28% 74.15% 

 
A comparison between these results indicate that the performance of this 

step using the opinion lexicon-based method with stemming is higher than using 
only the opinion lexicon-based method by 21.65% precision for SentiWordNet. 
This result indicates that English is an inflectional language and individuals use in 
forum data the inflected or derived opinion words. 

Then we see, by incorporating negation into the opinion lexicon-based 
method with stemming, performance is further improved. The opinion lexicon-
based method with both stemming and negation outperforms both the only 
opinion lexicon-based method and the opinion lexicon-based method considering 
stemming with precision equal to 25.52% and 3.87%, respectively, for 
SentiWordNet. This last result shows that negation has an important role in 
sentiment classification. This may be due to the fact that its frequency of usage in 
texts is high. 

As resulting from Table 3, the low results are obtained for the Micro-
WNOp lexicon because it does not contain enough synsets, but only one subset of 
English words. Thus, many opinion words are not in the Micro-WNOp lexicon. 

The reason for choosing several opinion lexicons to perform tests is that 
there is no opinion lexicon to return the exact sentiment of opinion words by 
taking into consideration both the context and domain in which these opinion 
words are used.  

We thus can observe that the NLP techniques play an important role for 
each step in the proposed opinion mining process. Moreover, the three steps being 
successive, not solving one of them leads to the propagation of errors in the 
following steps. Although intensively studied in the NLP research community, 
these NLP techniques are not completely solved. 

5. Conclusions 

In this paper we address the research challenges of the opinion mining 
problem from a NLP perspective. We previously presented an opinion mining 
method which consists of specific steps: (1) a preprocessing step to conveniently 
prepare the input data; (2) a step of extraction of opinion words about target 
entities; (3) a sentiment classification step of each opinion word. Even if each of 
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the three steps can be implemented by means of specific methods, we use NLP 
techniques in each step. 

Experimental results show the effectiveness of the proposed methods both 
in opinion word extraction and opinion word sentiment detection steps. The 
experimental results for the opinion word extraction step show that by combining 
dependency parsing with coreference resolution improves the results of the 
baseline method containing only dependency parsing by 4.56% precision. We also 
note that for the opinion word sentiment detection step, the opinion lexicon-based 
method with both stemming and negation achieves the best precision of 78.77%.  

As future work we intend to incorporate and other NLP techniques into the 
opinion mining method presented in this paper like opinion-word sentiment 
disambiguation. Moreover, there are and other categories of valence shifters: 
ironic sentences, presuppositional items such as the adverbs “barely” and 
“hardly”, modifiers that  enhance or weaken the strength of the sentiment of 
opinion words, modal verbs used to express opinions such as possibility or 
necessity, or negation [31]. 
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