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APPLICATION OF THE HOMOTOPY PERTURBATIONS METHOD IN APPROXIMATION
PROBABILITY DISTRIBUTIONS OF NON-LINEAR TIME SERIES

Eugen Ljajko!, Marina Tosi¢!, Tijana Kevki¢?, Vladica Stojanovi¢>

In this paper, the application of homotopy perturbations method (HPM) in approximation the
probability distribution of some non-linear stochastic models that have probability densities functions (PDFs)
with no closed form is described. The main result is based on HPM approximations the PDFs of some non-
linear autoregressive time series, which are widely used in modeling actual data, especially in econometrics.
It is formally confirmed the convergence and efficiency of HPM approximations, and illustrated also with
certain examples of non-linear stochastic models of autoregressive time series.
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1. Introduction

The homotopy perturbation method (HPM), firstly introduced by He [1]-[3], represents a very
general mathematical approach that combines homotopy in topology with perturbation techniques in
order to obtain (aproximate) solutions of non-linear equations of different types. In following years, the
HPM has been the subject of extensive studies [4]]-[6] and applied in solving various problems. These
are, first of all, the different types of non-linear differential and partial-differential equations [7]-[9]], the
different kinds of physical problems [10]-[12], as well as Fredholm and Volterra integral equations [13]-
[[14]. On the other hand, the application of HPM in stochastic theory is still not significantly represented.
We point out [15] where the HPM has been applied in determination the invariant PDFs of non-linear
dynamical systems with chaotic behaviour. In research of discrete-time non-linear stochastic models one
of the main (and often intractable) problem is determination of their probability distributions [16]-[18].
Here, we describe one of the possible ways of solving this problem, based on HPM technique.

2. Stochastic assumptions. Formulation of the problem

Let (Q,.%, P) be the probability space and (Z;),t =0,+1,42,..., the series of independent iden-
tically distributed (i.i.d.) and non-negative random variables (RVs). In addition, we suppose that RVs
(Z;), which are usually called the noise-series, have an absolutely-continuous probability density func-
tion (PDF) f7(x), such that:

E(Z)=P(Z >0)=1. €))
Also, let %, = 0{Z; : s <t} be the filtration of non-decreasing c—algebras on Q, generated by the series
(Z;), and (X;) be the series of .%#; adaptive RVs, functionally depended on (Z;). In various practical
interpretations, (X;) represents the realizations of some actual time series (financial index, for example),
with an unknown PDF fx (x). Therefore, one of the main goals in stochastic analysis of series (X;) is to
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determine its probability distribution, based on the known PDF fz(x). In that way, the behaviour of the
series (X;) is completely described in a stochastic sense.

Among the most popular non-linear econometric models, which were successfully applied in many
analysis of financial markets, is the AutoRegressive Conditional Heteroscedastic (ARCH) model, firstly
introduced by Engle [19], and the AutoRegressive Conditional Duration (ACD) model, which was intro-
duced by Engle and Russel [20]. Both of these discrete-time stochastic models can be defined recursively,

in the general form, as
X, = Viz
{ 2

Vi = (D(Xt—l, e 7Xzfp)7
where p € N is the order of the model. Here, (V;) is series of the .%,_; adaptive RVs which is usually
called the volatility, and it represents the measure of uncertainty (or dispersion) of the actual series (X;).
According to Eqgs. (I)) and (2)), as well as assumptions introduced above, it follows:

EX;|F1-1) = ViE(Zi| F1-1) = V. (3)

In other words, Eq. (3) points to that all “information” about X;, at the time moment 7 — 1, are based on
the known values of the volatility V;. That is why the main goal is determination the common PDFs of
the RVs (X;,V;), according to the known PDF of the noise series (Z;).

In the following, we consider the simplest form of the stochastic model given by Egs. (Z)), where
the volatility (V;) has a linear form of order p = I:

Vi=ap+ar Xi—1. “4)

Additionally, we will assume that inequalities ap > 0 and 0 < a; < 1 hold. In that way, the non-negative
and stationary conditions of (X;,V;) are fulfilled (see, for instance [21]). Now, according to the first
equality in Egs. (@), we can define the following transformation:

X, = Viz y = X
< Y, ,
Y, = Z Z =Y,
whose Jacobian is
avt 8\/;
dx Iy | 1
S: aZt &Zt :;>0
9 x; ayt '

Using the conventional method, as well as the stochastic independence of the RVs V; and Z;, we
can obtain the common PDF of the RVs (X;,Y;) as follows:
X
7o () 220
Y

f(X,Y)(xtayt) = fv [ve (e, 30)] fz (2 (e, 30)] 13 =

Vi
where fy(v) and fx (x) are PDFs of the RVs (V;) and (X;), respectively. From here, the marginal PDF of
the series (X;) is as follows:
< fz() (X
fr(x) = z( )fv () dy. 5)
0 y y
In the other way, Eq. (4) gives the following expression of the same PDF:
fx(x) = a1 fv (a0 +arx). (6)

Thus, by equalizing right-hand sides of Eqs. (3)) and (6), we obtain the following equation:

ai fv (ap+aix) = 0+°° fzy(y)fv (i) dy, )
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which represents an integral equation on unknown PDF fy (x).
Let us notice that, by using substitution v := x/y, Eq. (7) can be equivalently written as:

T fv(v X
aifv(ao+aix) = /0 fv‘f ) fz(;) dv. ®)
Then, by substituting u := ap + a;x, Eq. (8] becomes:
e fv(v u—a
afw= [ g (1 g, ©)
0 v ayv
In addition, when u < ag, the equality f7((u—ao)/(aiv)) = 0 holds. Therefore, Eq. (9) can be written as:
e fv(v u—a
afol= [ g (), (10)
ap 1% ayv

where u > ap. According to translation (u,v) — (u+ag,v+ayp), Eq. becomes:

b Z(al( : )dv

v+ag v+ap)

arfv(u+ao) = A (11

Finally, if we introduce the new unknown function gy (x) as:

fv(x+ag), x>0
=1 x<0

)

then Eq. becomes:

1 [t=
gv(%):;1 A K(x,y)gv(y)dy, 12)
with the kernel:
1 X
K(x,y) = . 13
(x.7) y+a0fz(al(y+a0)) (13)

Note that function K(x,y) depends, also, on parameters ag,a;. Therefore, even though closely, Eq.
is not a typical, homogenous Fredholm integral equation of the second kind, and it can not be solved in
the conventional way.

3. Approximation of PDFs with HPM

In order to solve Eq. (12), we apply the HPM technique. For this purpose, we firstly introduce the
homotopy equation:

(1=p)Z[gv(x:p)l = pA [gv(x:p)], (14)
where p € (0, 1) is the so-called embedding parameter,
Zgv(x:p)] =gv(x:p) —gz(x)
is the linear part, and

A lrter) = o [ K@@ b - gp)

is the non-linear or “true” part of homotopy Eq. (I4). Obviously, when p = 0, Eq. becomes
Z[gv(x;0)] = 0, with the unique solution:

fz(x+ap), x>0

0, x < 0.

This solution is usually called an initial solution or an initial approximation of the homotopy Eq. (14).
Otherwise, when p = 1, Eq. becomes .4 [gy (x,0)] = 0, and it is the equivalent to Eq. (12), with the
main solution gy (x; 1) = gy (x).

Fv(60) = gz(n) Y {
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The HPM is based on the assumption that solution of Eq. (T4) can be express as the power series

(in p):
=
p) =) &) (15)
k=0
From here, when p = 0, we get as initial solution of Eq. (T4):
go(x) :=gv (x;0) = gz(x).
Otherwise, the main solution of Eq. (IE[), obtained when p = 1, will be:
gv(x) = Jim L gv(x;p) x)+ ng (16)
on the condition that series in Eq. converges. Substituting Eq. (I5) in Eq. (T4), we obtain:
o0 f 1 o0 f +o0 oo ‘
-p) Y Prax)=—Yp / K(x,y)ge1 () dy— Y pPrac1(x), (17)
k=1 s k=1
and if we introduce the sequence of integrals:
oo
I(x) = A K(x,y)gr(y)dy, k=0,1,2,...,
then Eq. becomes:
Zp gilx Z Ph1(x) = pgo(x).
Now, equating expressions with the identical powers p*, where k = 1,2, ..., gives the following recurrence
relations:
1
g1(x) = —Io(x) = go(x),
N (18)
g(x) = alk,l(x), k=2.3,...

In that way, the functions gi(x), k = 0,1,2,... can be obtained. Moreover, if we introduce another

recurrence sequence:

Jox) = golx) =gz(x),
400
W = [ KEIaOd k=12
then functions {gx(x)};>_; can be expressed in the following way:
I
gil) = - Kxy)goh)dy—gol)

_ ailf, () — Jo(x)

1 [te 1 [te 1 [te
2w = — [ Keamy == [ Kennma-— [ K@) pe)
ai Jo ay Jo ap Jo
L= Ln), et
= —=Jlx)——Ji(x),etc.
a% 2 aj !

It can be easily shown, by using the induction method, that:

1 1
gk(x):—kjk(x)—ﬁjk_l(x), k:1,2,...,
a a

19)

(20)
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and Egs. and give the appropriate HPM-approximations (or HPM-estimates) of gy (x):

gox) = golx)=gz(x)
B = B+ = oA
22x) = gix)+gk) = %Jz (x), etc.

1
Thus, the unique expression of HPM-approximations of the unknown function gy (x) is obtained as:

k

~ 1

g2r(x) = Zgj(x):a—k.lk(x), k=0,1,2,... (21
j=0 1

Obviously, the solution of main Eq. is the limit of HPM-approximations g (x), when k — +o0. Under
certain sufficient conditions, this convergence can be shown as follows.

Theorem 3.1. Let {g;(x) };_, be the sequence of HPM-approximations, defined by Eqs. . In addition,
assume that there exist C > 0, & > 0 and 0 < 8 < 1 such that for each x > 0 the PDF f7(x) of noise-series
(Z,) satisfies inequality:

e ox

fZ(x) < C xﬁ

Then, the series {gx(x)};_, converges to the function gy (x), i.e. it converges to the solution of Eq. .

(22)

Proof. According to assumption of the theorem, for fixed but an arbitrary x > 0 the kernel K (x,y), given
by Eq. (13), satisfies inequality:

aj B ﬁ71 —Ox
K(x,y) <C (;) (y+ao)" " exp <a1(y+ao)> . (23)

Notice that function:

is positive for any u# > 0 and lirn+ h(u) = 0" holds [22]. Also, at the point:
u—0
ox
uy)y = ——5<
ai(1-p)

>0

it has a maximum (Fig. 1):

B-1
oex
hmax:h(u()): |:a1 (l_ﬁ):| .
Thus, substitution Ay, in Eq. gives:
1-g\'"*
K(x,y) < ‘”C< [3) . 24)

X ae

On the other hand, as the PDF fz(x) satisfies the normality condition:

—+oo
A fr(x)dr=1,
for the kernel K (x,y) is valid:

e Fee X dx
K(XJ)dXZ/O fZ(al(y+ao)> - =ay. (25)

0
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FIGURE 1. Graphics of the function i(u) for various values of x-variable when o = 1,
B =0 (panel left), and various values of parameters ¢, 8 when x = 1.5 (panel right).

According to Egs. and , for the sequence {gx(x)};_;, defined by Egs. , it follows [23]:

- _a\I-B
o< [ KeamesS (SF) [T piran
_g\I-B
Si(loceﬁ) [t~ Fela)),
_ANIB e
lg2(x) ai/ K(x,y)|g1( )Idy<C<1aeﬁ> /0+ lg1(y)| dy

C[1-B\'P [+ dy
< — K d
<~ ( o ) / (v,2) go(z) dz
C /1 +""go( )dz
< = K d
_x(ae) o (v,z)dy
C /11—
<= d
<~ ( o ) go(Z) z
gg (1 ) [1—Fz(ap)], ete.
X

Obviously, for each k = 1,2, ... the following inequalities are valid:

< (1_B)1B [1—Fz(ao)],

lgr(x)| < T e (26)

"X
where we denoted as Fz(x) := P{Z, < x} = / fz(y)dy the cumulative distribution function (CDF) of
0

RVs (7).
Further, denote with r(x) the radius of convergence of the power series in Eq. . Then, by
applying the Cauchy-Hadamard theorem and Eq. (26) it follows:

-1
r(x) = [limsup|gk(x)|l/k} > 1.

k—roo
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Thus, the power series in Eq. (I3) converges at p = 1. In the same way as above, according to Egs. (19),
for the HPM-estimates {gx(x) };>_, we obtain:

_B\'"B
|§k(x)lgc<l ﬁ) [1_FZ(a0)]’ k=1,2,... (27)

X ae

Thus, when k — oo, it follows:

Jim |gi(x)| = Z gj(x
i.e. this power series is absolutely convergent at p = 1. By applying the Abel theorem, it follows that
function g(x, p) is continuous from the left at point p = 1, i.e. Eq. (16} . ) holds. So, the series Y7 g;(x) is

a solution of the homotopy Eq. (I4)), when p = 1, and it is also a solution of Eq. (I2). O

< oo,

Remark 3.1. The boundary condition (BC) given by Eq. (22) is usually fulfilled, especially for the well-
known exponential family of PDFs (see, for instance [24]). In the next section, practical application of
the previously mentioned HPM procedure will be described, and this BC will be examined in more detail.

o

+
Remark 3.2. If we introduce the so-called L!-norm ||g(x)||, := / |g(x)| dx, then for the HPM-estimates
0

{8k(x) }_, it follows:
~+oo
Io)lly = | fzlx+ao)dr=1—Fz(ao),

(ol = %/O“"Jl( ar= - [ o [Tk 000

1 e
=— go dy/ K(x,y)dx / go(y)dy

o
= l—FZ(ao), etc.

In general, equalities:

18() Iy = 1= Fz(ao)
hold for each k =0, 1,2, ... Furthermore, let us notice that functions ]?‘/7k(x) := gx(x — ap) represent the
appropriate approximations of the unknown PDF fy (x). In the same way as before, it can be easily shown,
forany k =0,1,2,..., the normality conditions:

fisca .

Finally, estimates fAXJ{(x) of the unknown PDF fx (x) can be obtained according to Eq. (@) as:

fxa(x) = a1 fyplao+arx) = a1 gi(arx), k=0,1,2,.... (28)
4. Examples and applications

As we have already pointed out in the introductory part, there are two by far the most important
stochastic models in which the aforementioned HPM procedure would find application. Both of these
models can be described by a unique autoregressive model, given by the following equations:

X = ViZ
Vi = aotarXi-1.
The only difference between these two models is in the stochastic distribution of noise series (Z;), that

is, its PDF fz(x). In the following, both of them will be considered in more detail, whereby, for the
simplicity, we shall suppose that ag =0, a; = 1/2.
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4.1. ACD model

The times of changes of some financial index (stock prices, for example) can be modelled by
the Autoregressive Conditional Duration (ACD) model, introduced by Engle and Russel [20]. In this
stochastic model, as the known PDF of RVs Z; > 0 is usually taken the so-called standardized exponential
distribution, with PDF given as:

e*, x>0
fz(x) = {

0, otherwise.

Obviously, the condition E(Z;) = 1 holds, and the PDF f(x) satisfies the BC given by Eq. (22), when
C=oa =1and B =0. Thereby, under the condition x > 0 and by using the previously described HPM
procedure, i.e. Egs. (I9)-(21)), we obtained the series of HPM-estimates of PDF fy (x):

go(x) = fro(x) = exp(—x),

e—*—y

80 = frat =2 [ Kbl dy=2 [ dy = 4Ko (2 V/2%),

and, in general:

2x
3
y

2x

N ~ o0 w677
gk(x)=fv,k(X)=2k/O K(x7y)Jk71(y)dy=2k/0 TJH(y)dy, k=1,2,...

Here, Ko(x) is the hyperbolic Bessel function of the second kind, and {Jx(x)}}_ is the recurrence se-

quence of integrals defined by Egs. . Thereafter, estimates J/‘;Lk(x) of the unknown PDF fx (x) can
be easily obtained by using Eqs. (28). In Fig. 2 are shown the graphics of both of these estimates, when
k=0,1,2,...,7.

ey Fx i)

FIGURE 2. HPM-approximations of unknown PDFs of the ACD model: the volatility
series (V) (panel left) and the basic series (X;) (panel right).

4.2. ARCH model

The Autoregressive Conditional Heteroscedastic (ARCH) models, introduced by Engle [19]], were
successfully applied in many aspects of the financial markets analysis. They explain a lot of the properties
of financial indexes dynamics such as a non-linear behaviour of the volatility, heavy tails distributions and
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clustering. In this case, as the PDF of non-negative noise-series (7, ) is usually taken the squared Gaussian
distribution:

. e—x/2, x>0

V27x

fz(x) =

0, otherwise.

Notice that this PDF also satisfies E(Z;) = 1, as well as the BC given by Eq. , when C = (27)~1/2
and @ = 3 = 1/2. Analogous to the previous one, the sequence of HPM-estimates of the unknown PDF
Jv(x) is as follows:

fox) = fro(®) = (2m) " exp ().

oo _x_y
N ~ 1 T2 V2Ko (V2
gl(x)fv,l(x)n\/z—xo/e y dy= 7:\(/; x),etc

In general, for any k = 1,2, ..., HPM-estimates can be obtained by the recurrence relation:

k-1 *“eff;‘
=— | —(=J1(y)dy,
Nz
xo ﬁ

where {Ji(x)}7_ is defined by Egs. . After that, in the same way as in previously, the PDF fx (x) can

be estimated according to Egs. . Graphics of estimates fvyk (x) and f},k(x), whenk=0,1,2,...,7, are
shown in Fig. 3.

B = Fra) =2 | K(x) Jer () dy

FIGURE 3. HPM-approximations of unknown PDFs of the ARCH model: the volatility
series (V) (panel left) and the basic series (X;) (panel right).

5. Conclusion

The Homotopy Perturbation Method (HPM) has been proposed in order to (approximate) solving
non-linear equation which enables finding the probability density functions (PDFs) of some important
classes of stochastic models, primarily used in econometrics. Here presented theoretical and practical
results indicate that thus obtained HPM-approximations converge to the exact solution of this equation.
Therefore, this method could find application in solving some similar and related stochastic problems.
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