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BINARY PROGRAMMING MODELS FOR ENERGY-

EFFICIENT VIRTUAL MACHINES PLACEMENT IN DATA 

CENTERS 

Delia Mihaela RADULESCU (NEACSU)1,2, Marius RADULESCU3, Constanţa 

Zoie RADULESCU4, Gheorghe LAZAROIU5 

The aim of the paper is to present two virtual machines (VMs) placement 

models that minimize energy consumption in a data center. Both placement models 

use binary programming. The first model aims to find an allocation of VMs to a set of 

servers such that the energy consumption is minimized.  The second model suppose 

that an allocation of VMs to a set of servers is given. Its aim is to find another 

allocation of VMs to servers that minimize the sum of two energies. The first energy 

is the energy consumption of VMs in the new allocation and second energy is the 

energy needed for migration between the two allocations. 

Keywords: virtual machines, energy consumption minimization, servers, 

allocation, data center, binary programming model 

1. Introduction 

The data center industry had witnessed in the recent years a rapid growth. 

This is caused by the dramatic increase of the demand for digital services and the 

number of applications that require computer resources. In the recent years the use 

of artificial intelligence (AI), internet of things (IoT) and other new technologies 

boosted electricity consumption of data centers. As a result, the need for energy and 

water uses in data center facilities knew a rapid increase. 

The estimated world data center electricity consumption in the year 2022, 

cf. [1] was between 240-340 TWh.  
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This figure does not include energy used for cryptocurrency mining, which 

was estimated to be around 110 TWh. By 2030, as much as 353 TWh of energy 

could be used by data centers. 

Energy is very important in a data center since it is necessary for running 

servers, for cooling systems, storage systems, networking equipment, backup 

systems and security systems. Data centers usually use a lot of energy to maintain 

active their servers. Their power consumption ranges from a few watts to 2 kW per 

square meter depending on IT workload. 

The greatest amount of energy in a data center is used by servers. A typical 

server might draw from 100 to 600 watts under standard operation. High-end 

servers, particularly those running intensive high-performance computing 

workloads, could consume a few kilowatts of power. The power usage of servers 

can vary significantly depending on the specific workloads they are executing. 

The substantial rise in energy costs and organizations’ sustainable initiatives 

to reduce global warming gave an impulse to academic community for involvement 

in elaboration of strategies for lowering data center power usage. 

There are several strategies for reducing energy consumption of data centers 

servers. They include:  

- Consolidation of under-utilized Servers; 

- The use of built-in server power management features. Modern servers 

come with features that can save energy, but they have to be activated; 

- Reducing Energy Losses from Power Distribution Units (PDUs): 

Procurement of more efficient PDUs and “smart” PDUs that monitor power 

usage; 

- Reducing Energy Losses from Uninterruptable Power Supply (UPS) 

Systems: Procurement of more energy-efficient UPS systems that minimize 

electrical losses and have an “eco-mode” feature; 

- Managing airflow and cooling efficiency. Using inexpensive grommets, 

diffusers and blanking panels that can keep cold air from mixing with hot 

exhaust air. Using Containment/Enclosures: curtains or Plexiglas panels that 

can keep cold air from mixing with hot air exhausted from the backs of 

servers. These will mitigate the overall cooling costs. 

The aim of the present paper is to present two binary programming models 

for virtual machines placement on a set of servers from a data center. The VMs 

placement is made such that the energy consumption be minimized. The structure 

of the paper is the following. In section 2 a literature review on optimization models 

in data centers is presented. The third section is dedicated to the server 

consolidation. In the fourth section a binary programming model for optimal 

https://dgtlinfra.com/accelerated-computing/
https://dgtlinfra.com/accelerated-computing/
https://www.datacenterdynamics.com/en/whitepapers/data-center-sustainability-action-plan/
https://www.datacenterdynamics.com/en/whitepapers/data-center-sustainability-action-plan/
https://www.datacenterdynamics.com/en/whitepapers/data-center-sustainability-action-plan/
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allocation of VMs to servers is formulated. In section 5 an energy minimization 

model for VMs migration is presented. The paper ends with the conclusion section.  

2. Literature review 

Resource management in a data center is a difficult decision problem. This 

fact is due mainly to the heterogeneity of resource types and their 

interdependencies. The variability and unpredictability of the workload is also a 

source of difficult problems. In order to solve these problems both academia and 

industry began to make significant research efforts in this area. In a data center 

improper utilization of computer resources should be avoided. Reduction of the 

servers’ energy consumption is a main objective of data centers managers. It is 

motivated by the environmental and economic constraints. The main challenge for 

data centers managers is to provide services with a low energy consumption without 

compromising the quality of service (QoS). In the following is presented a literature 

review on the optimization research papers in the domain of servers’ consolidation. 

A reference paper in the domain of the static servers’ consolidation belongs 

to Speitkamp and Bichler [2]. The authors had studied the consolidation problem 

with a binary programming approach. They introduced a cost associated to each 

server which can be thought as a cost of energy consumption. The objective 

function in [2] is the total cost (cost of energy consumption). 

In [3] a two-level control system is proposed to manage the allocations of 

workloads to VMs and of VMs to servers. The emphasis is on the VMs placement 

problem which is formulated as a multi-objective optimization problem. One of the 

objectives is the minimization of the total resource wastage, energy consumption 

and thermal dissipation costs. An improved genetic algorithm with fuzzy multi-

objective evaluation was proposed for solving the multi-objective optimization 

problem. Some algorithms for solving the binary programming problems for VMs 

placement were implemented in [4]. Simulations for checking performances of 

algorithms were performed with a cloud computing simulation toolkit known as 

CloudSim using Planet Lab workload data. 

In [5] a survey of virtual machine placement techniques in a cloud data 

center was presented. In [6] it is shown how the energy consumption of the servers 

during migration can be estimated. The study is based on the resource utilization 

parameters and use linear regression techniques. The most significant parameters 

that influence the energy consumption of the servers during migration were defined. 

These are: CPU instructions retired, last level cache line misses, and “dirty” pages 

observed in the source server during migration. 

An enhanced levy-based particle swarm optimization algorithm was 

proposed in [7] for solving the VMs placement problem. 
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In [8] several binary programming models for the static server consolidation 

problem were formulated. The models determine the best placement of virtual 

machines on servers in a data center. One model minimizes the energy consumption 

of the data center. 

In [9] an optimization model that tries to find the best allocation of virtual 

machines to servers such that the energy consumption is minimized. The model has 

two objective functions. One objective function is the IT power consumption of the 

servers. The other objective function measures the energy consumption of the 

cooling system. The aim of the model is the minimization of the two objective 

functions.  

A rigorous survey and comparisons of the binary programming methods for 

VMs placement in data centers was presented in [10]. Various methods were 

discussed and the VMs placement factors in each method were analyzed to 

understand the advantages and drawbacks of each method. However, the server 

overload/underload detection algorithms were not considered. 

In [11] the optimal solution for the problem of VMs placement is computed 

by using a hybrid optimization method with fitness parameters.  

A comprehensive and systematic survey of existing energy-efficient 

techniques in data center server consolidation was presented in [12]. The survey 

includes limitations of techniques and the challenges associated in their 

implementation. 

3. Server consolidation 

Data centers consume a large amount of electricity, which may generate 

carbon emissions and environmental pollution. That is why saving the power 

consumption in a data center is a primary importance task for data centers managers. 

Reducing energy consumption of servers is very important for saving energy of a 

data center. It can be done by using a technique called server consolidation.  An 

application of this technique has as a result the reduction of the number of active 

servers in the data center. Also, this technique allows the reduction of the number 

of underutilized servers that may draw more energy that is necessary for processing 

their workload.  

Server consolidation is based on a technology called virtualization that 

improves utilization efficiency of servers and reduces energy consumption. As a 

result of virtualization several virtual servers (called virtual machines) are built that 

can run their own operating systems independently. Virtualization is made with the 

help of software applications called hypervisors. Organizations use server 

virtualization software to allocate server resources among virtual machines in order 

to optimize workload management. The virtualization software also increases 

physical server utilization, reduces costs, reduces the time for deployment, makes 
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easier the system management, improves security and disaster recovery and 

enhances flexibility. 

Virtualization is a growing trend in the last years. Today it can now be 

considered an indispensable tool that is used regularly by organizations in large-

scale server consolidation projects with IT service providers. 
Some examples of software products available on the market that enable server 

virtualization are: 

- VMware vSphere which is best for large enterprises and cloud providers. 

- Microsoft Azure Virtual Machines: Best for Microsoft integration. 

- Citrix Hypervisor: Best for virtual desktop and application deployment. 

- Red Hat Virtualization: Best Linux-based virtualization solution. 

- Oracle VM VirtualBox: Best high-performance solution.  

- Parallels: It offers a range of solutions including Parallels Desktop for Mac, 

which allows users to run Windows on any Mac—Intel or Apple silicon. 

- Xen: It is an open-source type-1 or bare-metal hypervisor, which makes it 

possible to run many instances of an operating system or different operating 

systems in parallel on a single machine. 

In order to see how servers’ energy consumption could be saved we shall 

present the notion of idle server. Such a server is an underutilized server that is it 

does not deliver information or computing server when it is on. One can say that it 

is in a state of inactivity or dormancy. The existence of idle servers is a source of 

energy waste because they are not efficient.   

For example, the power of a non ENERGY STAR® five-year-old server 

could be around 175 watts when it is idle. A study on the server utilization cf. [13] 

found that around of 30% of data center servers are in the state of ‘comatose’. This 

means that they haven’t produced any useful work within the last six months. There 

are cases when an idle server can draw about 66% of the maximum power drain. 

As a conclusion the management of idle servers is essential for energy efficiency in 

data centers. 

In order to give a range for the idle server energy consumption the firm 

Vertiv had proposed a standard called “the 10 Minus server idle energy standard”. 

This standard had established a benchmark equal to 10 percent of full rated power 

when the server is idle. Also, it had introduced several ratings for the power 

consumption servers in the idle state. The Vertiv’s ratings are:  

- Silver: For those servers whose power consumption in the idle state is 

below 8.5% of maximum power drain. 

- Gold: For those below 7.5%. 

https://www.serverwatch.com/best-server-virtualization-software/
https://www.serverwatch.com/best-server-virtualization-software/
https://en.wikipedia.org/wiki/Parallels_Workstation
https://en.wikipedia.org/wiki/Parallels_Workstation
https://en.wikipedia.org/wiki/Parallels_Workstation
https://en.wikipedia.org/wiki/Parallels_Workstation
https://en.wikipedia.org/wiki/Parallels_Workstation
https://ieeexplore.ieee.org/document/6388007/
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- Platinum: For those below 5%. 

This standard helps data center managers to make procurement decisions 

that reduce the energy consumption of idle servers. As a result, the energy 

efficiency of data centers is increased. 

During periods when the number of workloads is small one can reduce the 

number of active servers (servers in the state on) by migrating VMs to a smaller 

number of servers and turning off idle servers. This procedure is called 

consolidation. It helps to the reduction of data center energy consumption as well 

as of the running costs. The consolidation has its drawbacks. One consequence is 

the degradation of services’ performance during VMs migration. Another 

consequence is that the migration process requires additional resources such as CPU 

cycles and network bandwidth. Note that energy consumption increases as a result 

of the increase of CPU activity. As a conclusion VMs migration consumes energy. 

4. Formulation of a binary programming model for optimal allocation 

of VMs to servers 

Consider a data center with m servers (physical machines). Suppose that on 

each server are available p resources. CPU, memory, bandwidth etc. are examples 

of server resources. Denote by  mSSSS ,...,, 21=  the set of servers and by 

 
pRRRR ,...,, 21=  the set of resources. By  nVMVMVMVM ,...,, 21=  we denote 

the set of virtual machines in the data center.  

The parameters of the models are presented in the following. 

cj =   the power needed for the server Sj when it is in the idle state, that is 

when it is on and has no workload.  

ajk = the power needed for the use of one unit of resource Rk from server Sj 

dik = the amount (number of units) of resource Rk needed by the virtual 

machine VMi  

bjk = the amount of resource Rk available on server Sj 

The decision variables are: 

𝑥𝑖𝑗 = {
1  if 𝑉𝑀𝑖 is active on server 𝑆𝑗
0 if 𝑉𝑀𝑖 is not located on server 𝑆𝑗

   

𝑦𝑗 = {
1 if server 𝑆𝑗 is on 

0 if server 𝑆𝑗 is off
 

Let ( )ijx=x  and ( )myyy ,...,, 21=y . 

Note that: 

- 𝐶1(𝐱) = ∑ ∑ ∑ 𝑎𝑗𝑘𝑑𝑖𝑘𝑥𝑖𝑗
𝑚
𝑗=1

𝑛
𝑖=1

𝑝
𝑘=1  is the power needed for processing the 

IT workload, 
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- 𝐶2(𝐲) = ∑ 𝑐𝑗𝑦𝑗
𝑚
𝑗=1  is the power needed for the idle servers, that is for servers 

that are on and are without workload, 

- 𝐶(𝐱, 𝐲) = 𝐶1(𝐱) + 𝐶2(𝐲) is the overall power needed for processing the IT 

workload of the data center for an allocation (x, y) of virtual machines to 

servers. 

In the following we shall formulate two models for optimal placement of 

virtual machines in a data center. The first model searches for a VMs placement in 

a data center such that the power consumption is minimized. The second model is 

an energy minimization model for VMs migration. It looks for an allocation that 

minimize the sum of two energies E1 and E2. E1 is the energy needed for VMs 

migration from an initial allocation to an optimal allocation and E2 is the energy 

needed for VMs placement in the optimal allocation. 

 

The power consumption minimization model 

The aim of this model is to find an optimal allocation of virtual machines to 

servers such that the overall power consumption of the data center be minimized. 

{
 
 

 
 
min[𝐶(𝐱, 𝐲)]

∑ 𝑥𝑖𝑗
𝑚
𝑗=1 = 1,  𝑖 ∈ {1,2, . . . , 𝑛}

∑ 𝑑𝑖𝑘𝑥𝑖𝑗
𝑛
𝑖=1 ≤ 𝑏𝑗𝑘,  𝑗 ∈ {1,2, . . . , 𝑚},  𝑘 ∈ {1,2, . . . , 𝑝}

𝑥𝑖𝑗 ≤ 𝑦𝑗 ,  𝑖 ∈ {1,2, . . . , 𝑛},  𝑗 ∈ {1,2, . . . , 𝑚}

𝑥𝑖𝑗 , 𝑦𝑗 ∈ {0,1},  𝑖 ∈ {1,2, . . . , 𝑛},  𝑗 ∈ {1,2, . . . , 𝑚}

                  (1) 

 

The constraint ∑ 𝑥𝑖𝑗
𝑚
𝑗=1 = 1 shows that the virtual machine VMi is placed 

on a server and this server is unique. The constraints ∑ 𝑑𝑖𝑘𝑥𝑖𝑗
𝑛
𝑖=1 ≤ 𝑏𝑗𝑘 show that 

the maximum available resources on each server are limited. The constraints 𝑥𝑖𝑗 ≤

𝑦𝑗show that if the server jS  is off that is if 𝑦𝑗 = 0 then no virtual machine may be 

located on jS . 

In the case we sum the constraint ∑ 𝑑𝑖𝑘𝑥𝑖𝑗
𝑛
𝑖=1 ≤ 𝑏𝑗𝑘  over j we obtain: 

∑ 𝑑𝑖𝑘(∑ 𝑥𝑖𝑗
𝑚
𝑗=1 )𝑛

𝑖=1 ≤ ∑ 𝑏𝑗𝑘
𝑚
𝑗=1                                                            (2) 

hence: 

 ∑ 𝑑𝑖𝑘
𝑛
𝑖=1 ≤ ∑ 𝑏𝑗𝑘

𝑚
𝑗=1                                                                                      (3) 

The above condition is a necessary condition for the existence of a solution 

of the power consumption minimization model. 

There are situations when it is necessary that a set of VMs be placed on the 

same server. Such situations occur when VMs from the given set frequently 

communicate between them. This can help to reduce network latency and improve 

the performance of the applications running on these virtual machines. For example, 

if you have a web server and a database server that are often communicating, it 
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might be beneficial to collocate them on the same server. This is one of the 

strategies used in managing resources in a virtualized environment. 

Suppose that K is a subset of {1, 2, …, m} with at least two elements, that 

is |𝐾| ≥ 2. Let (𝑉𝑀𝑖)𝑖∈𝐾 be the set of VMs that should be placed on the same 

server. In order to introduce the above constraint in our model we shall introduce a 

set (𝑧𝑗)1≤𝑗≤𝑚 of binary variables. We shall add to the constraints of our model the 

following set of constraints: 

  

{
 
 

 
 ∑ 𝑧𝑗

𝑚
𝑗=1 = 1,  𝑖 ∈ {1,2, . . . , 𝑛}
1

|𝐾|
∑ 𝑥𝑖𝑗
𝑛
𝑖∈𝐾 ≤ 𝑧𝑗 ,  𝑗 ∈ {1,2, … ,𝑚}

𝑧𝑗 ∈ {0,1},  𝑗 ∈ {1,2, . . . , 𝑚}

                         (4) 

The case when all the servers are identical worth to be investigated. 

If all the servers are identical then:  

𝑎1𝑘 = 𝑎2𝑘 = ⋯ = 𝑎𝑚𝑘 = 𝑎𝑘 , 𝑐1 = 𝑐2 = ⋯ = 𝑐𝑚 = 𝑐.  

Note that in this case 𝐶1(𝐱) is constant:   

𝐶1(𝐱) = ∑ 𝑎𝑘[∑ 𝑑𝑖𝑘(∑ 𝑥𝑖𝑗
𝑚
𝑗=1 )𝑛

𝑖=1 ]𝑝
𝑘=1 = ∑ ∑ 𝑎𝑘𝑑𝑖𝑘

𝑛
𝑖=1

𝑝
𝑘=1         (5) 

Since:  

𝐶(𝐱, 𝐲)=∑ ∑ 𝑎𝑘𝑑𝑖𝑘
𝑛
𝑖=1

𝑝
𝑘=1 + 𝑐(∑ 𝑦𝑗

𝑚
𝑗=1 )                            (6) 

it follows that the minimization of 𝐶(𝐱, 𝐲) is equivalent with the 

minimization of the function 𝑁(𝐲) =  ∑ 𝑦𝑗
𝑚
𝑗=1 .  

Note that the minimization of  𝑁(𝐲) is equivalent with the minimization of 

the number of active servers.  

The above optimization model is a much more complete version of the 

model presented in [8]. The necessary condition for the existence of a solution of 

the minimization model and the VMs collocation on the server constraint on the 

same server are new contributions. 

5. Energy minimization model for VMs migration 

This model is an energy minimization model for VMs migration. It looks 

for an allocation that minimize the sum of two energies E1 and E2. E1 is the energy 

needed for VMs migration from an initial allocation to an optimal allocation and E2 

is the energy needed for VMs placement in the optimal allocation. 

Let T be the length of a time interval. T could be an estimation for the length 

of the time interval between two VMs migrations. 

Then the VMs energy consumption in the allocation (x, y) during the time 

interval is: 

E2(x, y)=𝑇 ∙ 𝐶(𝐱, 𝐲).                                         (7) 
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Consider that it is given an allocation 𝐱(0) = (𝑥𝑖𝑗
(0)
) of VMs to servers. We 

want to find an allocation 𝐱 = (𝑥𝑖𝑗) of VMs to servers such that the energy 

consumption of VMs that is E = E1+ E2 is minimized. 

For every 𝑖 ∈ {1,2, … , 𝑛} denote: 

𝑔𝑖(𝐱) = ∑ 𝑥𝑖𝑗
𝑚
𝑗=1 𝑥𝑖𝑗

(0)
                                         (8) 

Note that 𝑔𝑖(𝐱)= 1 if VMi does not move in the migration process and 

𝑔𝑖(𝐱)=0 if VMi moves on another server in the migration process. One can easily 

see that:  

𝑔(𝐱) = ∑ 𝑔𝑖(𝐱)
𝑛
𝑖=1 = ∑ ∑ 𝑥𝑖𝑗

𝑚
𝑗=1 𝑥𝑖𝑗

(0)𝑛
𝑖=1                       (9) 

is the number of VMs that do not move on another server in the migration 

process. 

Note that 𝑔𝑖(𝐱)= 1 if VMi does not move in the migration process and 

𝑔𝑖(𝐱)=0 if VMi moves on another server in the migration process. 

Note that: 

1-𝑔𝑖(𝐱) = {
0   if 𝑉𝑀𝑖 does not move in the migration process
1   if 𝑉𝑀𝑖 moves on another server in the migration process

 

Denote by 𝐸𝑖 the energy consumption of VMi migration from one server to 

another server. Ei depends on the amount of resources needed for VMi  

Let E1(x) be the energy needed for VMs migration from allocation 𝐱(0) =

(𝑥𝑖𝑗
(0)
) to allocation 𝐱 = (𝑥𝑖𝑗). Then E1(x)=∑ (1 − 𝑔𝑖(𝐱))𝐸𝑖

𝑛
𝑖=1  is the energy 

consumption of all VMs migration from allocation 𝐱(0) = (𝑥𝑖𝑗
(0)
) to allocation 𝐱 =

(𝑥𝑖𝑗). 

The minimization of energy consumption model for VMs migration is the 

following: 

{
  
 

  
 
min[𝑇 ∙ 𝐶(𝐱, 𝐲) + ∑ (1 − 𝑔𝑖(𝐱))𝐸𝑖

𝑛
𝑖=1 ]

∑ 𝑥𝑖𝑗
𝑚
𝑗=1 = 1,  𝑖 ∈ {1,2, . . . , 𝑛}

∑ 𝑑𝑖𝑘𝑥𝑖𝑗
𝑛
𝑖=1 ≤ 𝑏𝑗𝑘,  𝑗 ∈ {1,2, … ,𝑚},  𝑘 ∈ {1,2, … , 𝑝}

𝑥𝑖𝑗 ≤ 𝑦𝑗 ,  𝑖 ∈ {1,2, . . . , 𝑛},  𝑗 ∈ {1,2, . . . , 𝑚}

𝑥𝑖𝑗 , 𝑦𝑗 ∈ {0,1},  𝑖 ∈ {1,2, . . . , 𝑛},  𝑗 ∈ {1,2, . . . , 𝑚}

            (10) 

Parameter T could be used by the data center manager for managing the 

trade-off between the energy consumption of the virtual machines in the new 

allocation and the energy needed for migration between the two allocations. 

The above optimization model is original. 

Binary programming models can be solved with various methods proposed 

by many researchers. It is known that the binary programming problems are NP-

Hard. There are several commercial software libraries that contain solvers for large 
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scale binary programming problems: GAMS, Gurobi, HIGS, SCIP etc. They can 

handle thousands of decision variables and constraints. However, for solving large 

scale binary programming problems several heuristic procedures were developed. 

For solving virtual machines placement and migration problems in the 

literature were proposed heuristic algorithms based on several simple methods such 

as: next fit (NFD), first-fit decreasing method (FFD) and best-fit decreasing method 

(BFD). For an approach based on hybrid heuristic algorithms see [14]-[20]. 

6. Conclusions 

Energy consumption of data centers depends on the proper resource 

utilization. If the resources management is not proper (over-utilization or under-

utilization) then the energy efficiency consumption in the data center will be low. 

As a result, the profit of the data centers managers will decrease drastically. As a 

conclusion, energy-aware server consolidation becomes a well-known issue in the 

field of data center management. Server consolidation using virtualization 

technology has become an important method for improving data center energy 

efficiency. This technique enables physical servers to host multiple independent 

virtual machines, and the workloads migration from one server to another.  

The aim of the paper is to present two virtual machines placement models 

on servers that minimize energy consumption in a data center. Both placement 

models are linear binary programming models. The objective of the first model is 

to find an allocation of virtual machines to a set of servers such that the energy 

consumption is minimized. The special case when the servers are identical is 

studied. Also, the introduction of supplementary constraints for sets of virtual 

machines that need to communicate between them is made. Necessary conditions 

for existence of solutions of the binary model are formulated.  

The second model suppose that an allocation of virtual machines to a set of 

servers is given. Its aim is to find another allocation of virtual machines to servers 

that minimize the sum of two energies. The first energy is the energy consumption 

of virtual machines in the new allocation and second energy is the energy needed 

for migration between the two allocations. 

In the second model a parameter T occurs. It is connected with the time the 

initial placement of virtual machines to servers is used. However, parameter T could 

be used by the data center manager for managing the trade-off between the energy 

consumption of the virtual machines in the new allocation and the energy needed 

for migration between the two allocations. Future work will consider heuristic 

algorithms for solving binary programming models proposed in this paper. 
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