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STUDY ON STOCHASTIC DIFFERENTIAL EQUATIONS VIA
MODIFIED ADOMIAN DECOMPOSITION METHOD

Kazem Nouri!

In this paper, the well known Adomian decomposition method is mod-
ified to solve the one-dimensional stochastic differential equations as an infinite
series. The uniqueness of solution for the stochastic differential equation and the
convergence of the series obtained by this method are discussed as well. In order
to illustrate the efficiency of the proposed method some experiments are presented.
The results are compared with the existing exact or analytical methods that confirm
the reliability of the improved algorithm.
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1. Introduction

The practical applications in mathematical physics and engineering problems

have given impetus to the research on stochastic differential equations (SDEs). These
equations are widely used to describe processes in biology, seismology, ecology, fi-
nance, physics, engineering and etc [1-6]. The stochastic equations are derived from
basic principles, i.e. from the changes that occur in a small time interval. Over
the last several decades, numerous studies have been developed toward the study
of SDEs and stochastic delay differential equations such as attraction, stochastic
stability, boundedness, stochastic flow, invariant measure, invariant manifold and
numerical approximation [3-5, 7-14].
The Adomian decomposition method (ADM) is an effective and creative scheme for
exactly solving functional equations of various kinds. It is important to note that
plenty of research studies has been devoted to the application of the ADM to a wide
class of differential equations [15-22]. The decomposition method provides the solu-
tion as an infinite series in which each term can be easily determined. In this paper,
we present a further insight into partial solutions in the decomposition method via
modified Adomian decomposition method (MADM) for finding a strong solution of
the following SDEs

{ X(t) = F(t,X(t),Y(t), t € I =[0,T], (1)
X(0) = Xo,
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in a special case. Where F' is a given function, Y (¢) and X (¢) are known and
unknown stochastic processes, respectively, and both are defined on the same given
complete filtered probability space (€2, (F¢):>0,P), where Xy is a Fp—measurable
random variable. Modified Adomian decomposition approach is a non-numerical
method which can be adapted for solving stochastic differential equations. The
general goal of this work is not just to establish the uniqueness and convergence of
a solution to the SDE under consideration, but rather to introduce a new algorithm
in the context of SDEs that has already proven to be successful in the context of
ordinary and partial differential equations. The rest of the paper is organized as
follows:

In Section 2 we give some notation and preliminary concepts. Implementation of
MADM for solving some special SDEs and analysis of this method are presented in
Section 3. Two test problems to evaluate the proposed method are given in Section
4. Finally, the paper is ended with a brief conclusion.

2. Preliminaries

In this section, we review some necessary mathematical definitions and lemmas
which are used further in this paper.

Definition 2.1. ([23, 24]) A strong solution of the stochastic differential equation
dX(t) = f1(t, X (1))dt + fo(t, X(t))dB, X(0) = Xo; t =0, (2)

on the given probability space (2, F,P), with respect to the fized standard Brownian
motion { Bt }+>0, and the independent initial condition Xy over this probability space,
is a stochastic process X = {X(t),t > 0} with continuous paths that is adapted to
the filtration generated by By such that:

i) For all t > 0 with probability one,

/ (s, X(8))]ds < oo, and / " (fals, X (5))) B, < o0
0 0
i1) For allt > 0,

t t
X(t) :X0+/0 fl(s,X(s))ds+/0 fa(s, X (s))dBs, a.s. (3)

The last stochastic integral equation corresponds to SDE (2), and characterizes
the behavior of the continuous time stochastic process X (¢) as the sum of an ordinary
Lebesgue integral and an Ito integral.

Definition 2.2. A weak solution of the SDE (2) is a continuous stochastic process
X(t) defined on some probability space (2,F,P) such that for some Wiener pro-
cess By and some admissible filtration F, the process X (t) is adapted to satisfy the
stochastic integral equation (3).

Lemma 2.1. (The 1-dimensional Ito formula (3, 4, 10]))
Let h(t, ) : [0,00) xR — R belongs to C*([0,00) xR), and assume that the stochastic
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process X (t) verifies of the SDE (2). Then we have
h(t, X (1)) =h(0, Xo)

+ [ [Grx 0 0

2
+ s, X<s>>gh<s X(5)) + 3 7305, X ()5 (s, X ()] s

/ ol X () O 5, X (5)) B, (5)

Definition 2.3. (Lipschitz-continuous function ([14, 25]))

Let A C R"™ be an open set and B C R™, function f : A — B is called Lipschitz-
continuous if there exists a real constant K > 0 (called the Lipschitz constant of f
on A) such that

dp (f(x1), f(x2)) < Kda(x1,22), Ya1,22 € A,
where dg denotes a metric on the set A and dg is a metric on the set B.

Lemma 2.2. (Cauchy’s formula ([26]))
Let f : [a,b] — R be Lebesgue integrable and t € [a,b]. Then the nth repeated integral

of f based at a,
t t1 tn—1
= / / / f(tn)dtn...dthtl, t1,...,tp—1 € [CL, b], (6)

s given by single integration

1 t T
10 = gy [ 2

where T'(n) = (n — 1)! denotes the Gamma function.

Lemma 2.3. Let q(t) be integrable and at least 7(t) = % exists then

exp(r(t)) / exp(—r t)dt = Z / / / t)dtdt...ds.

k times

k— tzmes

Proof. This is a straightforward consequence of the Theorem 1 in [22]. Applying
integration by parts [udv = uv — [vdu, with u = exp(—r(t)) and

q(t)dt, k=

/ / / fdtdt.. . dt, k=1,2,3,...,
(k—

k times

1)—times



84 Kazem Nouri

yields

/ O g(t)dt = e rw/ ()dt+/ r(t)/ pdtdt,
/r e’ t)/ t)dtdt = ™" t)/ / t)dtdt+
[rweo [ [awarrar,
/ e "®) / / t)dtdedt
et / #(1) / #(1) / ()bt
+ [rweo [ [0 [ awdanara,

frnem oo o

m— tzmes

(m—1)—times

0 [0 f oo froms s

m—times

o fr [0 faon

(m~+1)—times

m—times

m—times

Hence upon substitution of the results by the successive integration by parts, we
obtain

/ e Ogtydt =Y e® / / / t)dede...d

k: times
k—times
/ e ® / / / tydt dt...dt
H/—/
m—+1)—times
m—times
As m — oo,
[ erou dt—ewz/ o) [awarge. a
k: times
k—times

and consequently the desired result can be achieved. ([l
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3. Analysis of the MADM

Let us consider a special case of SDE (1) as the following form

{ X(t) = f(t, X () +g(t,Y(t), t € I =1[0,T), 1)
X(0) = Xo,

where ¢ is a function that includes terms of the second side Eq. (1) which are
devoid of unknown X (¢) and f is the remaining term of the function F'. We present
the modified Adomian decomposition approach for solving Eq. (7) by the following
recursive formula

Xo(t) = Xo +/0 g(s,Y(s))ds, .
X1 (1) :/0 (5, Xn(5))ds, n=0,1,2,....

The ADM expresses the unknown function X (¢) by an infinite series [17, 18],
o0
X(t) =Y Xi(t).
=0
Introducing the notation S,(t) = >, X;(t) an approximate solution of Eq. (7)

with MADM may be obtained by X (t) = limy, o0 Sn(%).

Theorem 3.1. Let f (t, X (t)) corresponding to the SDE (7) be a Lipschitz-continuous
function with respect to the second component with Lipschitz constant K1 and 0 <
K\T < 1. Then SDE (7) has a unique solution.

Proof. Let X (t) and X*(t) be two different solutions of Eq. (7), so

X(t) = X*(t) = f (&, X () = f (£, X*(1)). (9)

By applying the ordinary Lebesgue integration on both sides of the above equation
on the interval [0, ¢], we obtain

X(t)—X*(t)Z/O (f (5, X(s)) = f (s, X7(s))) ds. (10)

On the other hand, since the function f is Lipschitz-continuous and by considering
Euclidean norm as a metric on the related metric space, one gets

X (8) = X" (@) < K[ X (1) - X*(t)H/O ds < KiT[[X(t) = X* (1)},

therefore
(1— KiT)| X (5) = X* ()] < 0.

Since 0 < KT < 1 then || X(¢) — X*(¢)|| = 0, implies X (t) = X*(¢) and this
completes the proof. O

Theorem 3.2. Assume that f (t,S,(t)) = Yoo f(t, X5(t)), is a Lipschitz-continuous
function with Lipschitz constant Ko, and 0 < k = KT < 1. Then the series solu-
tion Y2 X;i(t) which is obtained by (8) as a solution of Eq. (7), converges to the
exact solution X (t).
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Proof. Denote the Banach space (L2[0,77,].||), the space of all square-integrable
functions with the Euclidean norm. Let for n,m € N and m < n, S,, and S,
be arbitrary partial sums. Now we show that {5;(¢)}:, is a Cauchy sequence in
Banach space Ly[0,T]. For this purpose we have

Su(t) = Smlt) = Y Xi(t)= > i f(s, X;_1(s))ds

i=m+1 i=m+1
=[S s X
_ /0 t (F(5:501() = F (5, Smoa(s) ) ds.

Because the function ]? is Lipschitz-continuous and taking Euclidean norm on both
sides of the above relation, we obtain

150 (&) = Sm)[| < Kl Sn-1(t) = Sm-a (D)
Putting n = m + 1 and repeating this process
[Smi1(t) = Sm @) < £l[Sm(t) = Sm-1(1)]l
= [ X1 )] < 6l Xm @) € &2 X1 (D] < - < & X
Also, from the triangle inequality for integer p > 1

[Smtp(t) = Sm(®)| < [1Smtp(t) = Smtp-1 (O + 1Smsp-1(t) = Smip-2(t)|+
e 1Smaa () = Sm (@]

< (,im—i-p + rmtp—l1 NN ’Qm—H)HXOH
rmtl _ omtp+l
= Xl

Since 0 < k < 1, as m — 00, [[Smip(t) — Sm(t)]| — 0. Therefore {S;(t)}2,
is a Cauchy sequence in Banach space which provides convergence of the series
solution. g

4. Applications and results

In this section, we will use the modified Adomian decomposition scheme to
solve some initial stochastic differential equation. These examples are selected be-
cause closed form solutions are available for them; this allows one to compare the
results obtained using this scheme with the analytical solution or the solutions ob-
tained using other schemes.

First test problem. Following Kloeden and Platen [10], we consider SDE

X(t) = —aX(t)+oW(t), t €0,T],
{ X(0) = Xo, (11)

where W (t) is a 1-dimensional white noise, and « and o are constant coefficients.
Let B(t) be the Brownian motion starting at origin. The correlated iterative process
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of the MADM for (11) is
Xo(t) =Xo+ O'B(t),
t
X (1) = —a/ X, (s)ds, n=0,1,2,....
0

Hence for variables t1,to,...,t,—1 € [0,T],

t
Xl(t) = — X()Oét — aa/ B(tl)dtl,
0
t2 t tl
Xg(t) :X()CMQE + CYQO'/ / B(tz)dtzdtl,
: 0 JO

3 t ot pt2
Xg(t) = — Xoa?)? — Oé30'/0 /0 ) B(tg)dtgdthtl,

tn t t1 tn—1
Xp(t) :(—1)”X0a”—' + (—1)”@”0/ / / B(t,)dty, ... dtadty,
n: 0o Jo 0
and the series solution is

St P e
X(t)_XO; 4 oB() + ;( )/0/0 /0 B(t)dts ... dtadty.

1—times

Maclaurin expansion of e* and Lemma 2.2 yield
t
X(t) = Xoexp(—at) + oB(t) — aa/ exp(as — at)B(s)ds,
0

that is in perfect agreement with the exact solutions of SDE (11),

t
X(t)=e ™ (XO + a/ easdB(s)> .
0
Second test problem. Let us consider the following SDE [27, 28],

{ X(t) = a1 ()X () + ag(t) + b)W(t), t € T = [0,T],

X(0) = Xo, (12)

where the coefficients a;(t), az(t) and b(t) are specified functions of time ¢ or con-
stants, and %ﬁt) = W(t), independent of X for each t € I. Also, B(t) and X (¢) are
respectively known and unknown stochastic processes defined on the same probabil-
ity space (Q,F,P).

To solve Eq. (12) or

{ dX (t) = a1 (t) X (t)dt + as(t)dt + b(t)dB(t), t € I = [0, T,

X(0) = Xo, (13)

the corresponding homogeneous equation is an ordinary differential equation of the
form [4, 10],
dX(t)

BT a1 (1) X (1),
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and its fundamental solution is

&0 = exp </Ota1(s)ds> .

Applying the Ito formula to the transformation J(t,z) = &, o and the solution X (t)
of (12), we obtain

—1
d(&ax®) = (dgw X(t) + (aa(t) X (1) + aa(t)) @,&) dt + ()& g dB(2),

dt
= as(t)& g dt + b(t)E, o dB(t), (14)
since
¢ B
dt = —a (t)gtol-

Consequently, in view of the fact that £y = 1, and by writing Eq. (14) in integrated
form, the solution of (12) is obtained as follows:

t t
X(t) =& <X0 + / as(s)&, o ds + / b(s)gs’édB(s)) . (15)
0 0
Now we try to solve the initial value equation (12) via MADM; therefore,

Xo(t) = Xo + /0 t (aas) + B(YW(s) ) ds,

(16)
Xnt1(t) :/0 a1(s)Xn(s)ds, n=0,1,2,....

From (16), we get
X1(t) = Xo /0 t ay (t)dty + /0 t ar(t) /0 " (ag(tz)+b(t2)W(t2))dt2dt1,
Xo(t) = Xo /0 () /0 " o (ta)dtadty
4 /0 an(t) /0 " () /0 . (aat3) + b(ts)Wits) ) dtsdtady,

t t1 tn—1
Xn(t) = XU / al (tl) / al (tg) e / al(tn)dtn e dtgdtl
0 0 0

+ /Ot ay(ty) /0t1 ai(ts) . --/Otn_l al(tn)/otn <a2(tn+1)

+ b(th)W(th))dth . dbadty.
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Consequently, the corresponding series solution of SDE (12) is

X(t) =Xo(t) + if;X“il! ( /0 t al(s)ds>
+§/Ota1(t1)/otl al(tg).../ot” a1 (t:)

t;
/ (CLQ (ti+1) + b(ti+1)W(ti+1)>dti+1 ... dtodty.
0

Finally from Lemma 2.3 with

r(t) = /0 ai(s)ds, and q(t) = aa(t) + b(t)W(t),

and reminding that & o = exp(r(t)), we can write

X(t) = &0 (Xg + /0 t &0 (ag(s) + b(s)W(s))ds) , (17)

which is the exact solution (15). It is observed that by the presented method in this
paper, we achieved the exact analytical solutions of some special SDEs. According
to [27, 28], putting a1(t) = 2t,a2(t) = exp(—t),b(t) = 1 and applying Eq. (17) the
exact solution of SDE
X(t) = 2tX(t) + exp(—t) + W(t), t € T = [0,1],
X(0) = Xo,

is obtained as follows:

X () = exp(t?) (Xo n /0 t exp(—52)<exp(—s) + W(s))ds) . (19)

i

(18)

5. Conclusion

The modified Adomian decomposition method is considered in application to
stochastic differential equations. We explained some necessary and sufficient con-
ditions for uniqueness of the solution, and convergence of the series obtained by
modified Adomian decomposition method for solving some special cases of stochas-
tic differential equations. Implementation results of the modified Adomian decom-
position method are found the validity and efficiency of this technique to obtain
analytical solution in comparison to other numerical methods. The advantage of
the presented approach is that the argument only requires some basic knowledge
about functional and stochastic analysis. Finally, several examples were given to
check the reliability of the presented method.
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