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#### Abstract

This paper is devoted to construct Lie operators associated with Konhauser matrix polynomials of the first kind using Lie group theory. Furthermore, certain generating matrix functions, integral representations and matrix differential recurrence relations, new and known consequences for Konhauser matrix polynomials are derived and their applications are presented.
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## 1. Introduction

Special matrix functions are the solutions of a wide class of mathematically and physically relevant functional equations. Generating matrix functions play an important role in the study of special matrix functions. In the investigation of generating matrix functions, group theoretic method seems to be a potent one in comparison with analytic methods because of the fact that the unknown generating matrix functions can only be obtained by group theoretic method as well as the known generating matrix functions can be verified and the corresponding extension can be made by analytic method (see [2, 3, 4, 5, $12,13,15,19,20,21,24,25]$ ). In [16, 17], Konhauser also introduced two sets of polynomials $Z_{n}^{\alpha}(x ; k)$ and $Y_{n}^{\alpha}(x ; k)$, which are biorthogonal with respect to the weight function $x^{\alpha} e^{-x}$ over the interval $(0, \infty), \alpha>-1$ for $k$ is a positive integer.

Motivated and inspired by the work of Erkuş-Duman and Çekim [7], Shehata [26], Varma et al. [27], and Varma and Taşdelen [28] and a recent work on representation of Lie algebra $[1,11,14,22,23]$, in this paper, we derive some integral representations, matrix differential recurrence relations and certain generating matrix functions involving Konhauser matrix polynomials of the first kind by using Weisner's method [29]. In section 2, we discuss some integral representations and matrix differential recurrence relations with Konhauser matrix polynomials. In section 3, we derive certain generating matrix functions for Konhauser matrix polynomials by using the representation of the Lie group theory. The main interest in our results lies in the fact that a number of their special cases can be used to derive many new and known consequences for the Konhauser matrix polynomials of two variables, which we will obtain in section 4. The main results of our investigation are derived in sections 5 .

[^0]
### 1.1. Preliminaries

In this subsection, we give the brief introduction related to Konhauser matrix polynomials and recall the following definitions, theorems, lemmas and some previously known concepts. During this work, the spectrum $\sigma(A)$ of a matrix $A$ in $\mathbb{C}^{N \times N}$ symbolize the set of all eigenvalues of $A$. Furthermore, the identity matrix and the null matrix or zero matrix in $\mathbb{C}^{N \times N}$ will be symbolized by $I$ and $\mathbf{0}$, respectively.

Definition 1.1. If $A_{0}, A_{1}, \ldots, A_{n}$ are elements in $\mathbb{C}^{N \times N}$ and $A_{n} \neq 0$, then the matrix polynomials of degree $n$ in $x$ ( $x$ is a real variable or complex variable) is an expression in the form

$$
P(x)=A_{n} x^{n}+A_{n-1} x^{n-1}+\ldots+A_{1} x+A_{0} .
$$

Theorem 1.1. (Dunford and Schwartz [6], Theorem 5, p.558) If $u(z)$ and $v(z)$ are holomorphic functions in an open set $\Omega$ of the complex plane $\mathbb{C}$, and $P, Q$ are commutative matrices in $\mathbb{C}^{N \times N}$ with $\sigma(P) \subset \Omega$ and $\sigma(Q) \subset \Omega$, then

$$
u(P) v(Q)=v(Q) u(P)
$$

Definition 1.2. (Jódar and Cortés [9], p.89) If $P$ is a positive stable matrix in $\mathbb{C}^{N \times N}$, then the Gamma matrix function $\Gamma(P)$ is defined as

$$
\begin{equation*}
\Gamma(P)=\int_{0}^{\infty} e^{-t} t^{P-I} d t ; \quad t^{P-I}=\exp ((P-I) \ln t) \tag{1.1}
\end{equation*}
$$

Definition 1.3. For $A \in \mathbb{C}^{N \times N}$ such that $\sigma(A)$ does not contain 0 or a negative integer $\left(\sigma(A) \cap \mathbb{Z}^{-}=\emptyset\right.$ where $\emptyset$ is an empty set), the matrix analogues of Pochhammer symbol or shifted factorial is defined as (see Jódar and Cortés [10], p.206)

$$
\begin{align*}
(A)_{n} & =A(A+I)(A+2 I) \ldots(A+(n-1) I)  \tag{1.2}\\
& =\Gamma(A+n I) \Gamma^{-1}(A) ; n \geq 1 ;(A)_{0}=I
\end{align*}
$$

where $\Gamma(A)$ is an invertible matrix.
Definition 1.4. (Jódar and Cortés [9], p.92) If $P$ and $Q$ are positive stable matrices in $\mathbb{C}^{N \times N}$, then the Beta matrix function $\boldsymbol{B}(P, Q)$ is defined as

$$
\begin{equation*}
\boldsymbol{B}(P, Q)=\int_{0}^{1} t^{P-I}(1-t)^{Q-I} d t \tag{1.3}
\end{equation*}
$$

Lemma 1.1. (Jódar and Cortés [10], Lemma 2, p.209) Let $P, Q$ and $Q+P$ be positive stable matrices in $\mathbb{C}^{N \times N}$ satisfying $P Q=Q P$ and $P+n I, Q+n I$ and $P+Q+n I$ are invertible matrices for all nonnegative integers $n$. Then

$$
\begin{equation*}
\boldsymbol{B}(P, Q)=\Gamma(P) \Gamma(Q) \Gamma^{-1}(P+Q) \tag{1.4}
\end{equation*}
$$

Definition 1.5. (Jódar et al. [8], p.58) Let $A$ be a matrix in $\mathbb{C}^{N \times N}$ such that

$$
\begin{equation*}
-k \notin \sigma(A) \text { for every integers } k>0, \tag{1.5}
\end{equation*}
$$

and $\lambda$ is a complex number with $\operatorname{Re}(\lambda)>0$. Then the Laguerre matrix polynomials is defined as

$$
\begin{equation*}
L_{n}^{(A, \lambda)}(x)=\sum_{k=0}^{n} \frac{(-1)^{k}(A+I)_{n}\left[(A+I)_{k}\right]^{-1}(\lambda x)^{k}}{k!(n-k)!} \tag{1.6}
\end{equation*}
$$

For the purpose of the present study, we recall the following explicit expression for the Konhauser matrix polynomials $Z_{n}^{(A, \lambda)}(x ; k)$ of the first kind in (Varma et al. [27], p. 197):

$$
\begin{equation*}
Z_{n}^{(A, \lambda)}(x ; k)=\Gamma(A+(k n+1) I) \sum_{r=0}^{n} \frac{(-1)^{r}(\lambda x)^{r k}}{r!(n-r)!} \Gamma^{-1}(A+(k r+1) I), \tag{1.7}
\end{equation*}
$$

where $A$ is a matrix in $\mathbb{C}^{N \times N}$ satisfying the condition

$$
\begin{equation*}
\operatorname{Re}(\mu)>-1, \quad \text { for all eigenvalues } \mu \in \sigma(A) \tag{1.8}
\end{equation*}
$$

and $\lambda$ is a complex number with $\operatorname{Re}(\lambda)>0, k \in \mathbb{N}=\mathbb{Z}^{+}=\{1,2,3, \ldots\}$.

## 2. Some properties of Konhauser matrix polynomials

The integral representations for the Konhauser matrix polynomials $Z_{n}^{(A, \lambda)}(x ; k)$ of the first kind are derived as in the following theorems.

Theorem 2.1. Let $A$ be a matrix in $\mathbb{C}^{N \times N}$ satisfying the condition in (1.8) and for $\left|\frac{t}{\lambda x}\right|<1$.
Then the Konhauser matrix polynomials has the following integral representation:

$$
\begin{equation*}
Z_{n}^{(A, \lambda)}(x ; k)=\frac{\Gamma(A+(k n+1) I)}{n!2 \pi i} \int_{C}\left(t^{k}-(x \lambda)^{k}\right)^{n} e^{t} t^{-A-(k n+1) I} d t \tag{2.1}
\end{equation*}
$$

Proof. The contour integral representation for the reciprocal Gamma function is given as: (see [18], p. 115, No. (5.10.5) )

$$
\begin{equation*}
\frac{1}{\Gamma(z)}=\frac{1}{2 \pi i} \int_{C} e^{t} t^{-z} d t \tag{2.2}
\end{equation*}
$$

where $C$ is the path around the origin in the positive direction, beginning at and returning to positive infinity with respect for the branch cut along the positive real axis.

Thus, from (2.2), we have the following integral matrix functional

$$
\begin{equation*}
\Gamma^{-1}(A+(k r+1) I)=\frac{1}{2 \pi i} \int_{C} e^{t} t^{-A-(k r+1) I} d t \tag{2.3}
\end{equation*}
$$

From (1.7) and (2.3), we get

$$
\begin{aligned}
& \frac{\Gamma(A+(k n+1) I)}{n!2 \pi i} \int_{C}\left(t^{k}-(\lambda x)^{k}\right)^{n} e^{t} t^{-A-(k n+1) I} d t \\
& =\frac{\Gamma(A+(k n+1) I)}{n!2 \pi i} \sum_{r=0}^{n} \frac{(-1)^{r} n!(\lambda x)^{k r}}{r!(n-r)!} \int_{C} e^{t} t^{-A-(k r+1) I} d t \\
& =\Gamma(A+(k n+1) I) \sum_{r=0}^{n} \frac{(-1)^{r}(\lambda x)^{k r}}{r!(n-r)!} \Gamma^{-1}(A+(k r+1) I)=Z_{n}^{(A, \lambda)}(x ; k) .
\end{aligned}
$$

This immediately leads to the proof of the theorem.
Theorem 2.2. Suppose that $A$ is a matrix in $\mathbb{C}^{N \times N}$ satisfying the condition in (1.8). Then the Konhauser matrix polynomials has the following integral representation:

$$
\begin{equation*}
Z_{n}^{(A, \lambda)}(x ; k)=\frac{\Gamma(A+(k n+1) I)}{n!2 \pi i}(\lambda x)^{-A} \int_{C}\left(u^{k}-1\right)^{n} e^{\lambda x u} u^{-A-(k n+1) I} d u \tag{2.4}
\end{equation*}
$$

Proof. If we make the substitution $t=\lambda x u$ in (2.1), we get an integral representation for $Z_{n}^{(A, \lambda)}(x ; k)$.

In the same way, one can derive the following integrals formulas:

Theorem 2.3. Let $A$ and $B$ be commutative matrices in $\mathbb{C}^{N \times N}$ satisfying the condition (1.8), the integral representation for the Konhauser matrix polynomials satisfy the following:

$$
\begin{align*}
& \int_{0}^{\infty} x^{B} e^{-x} Z_{n}^{(A, \lambda)}(x ; k) d x=\frac{1}{n!}(A+I)_{k n} \Gamma(B+I) \\
& \times{ }_{k+1} F_{k}\left(-n I, \frac{B+I}{k}, \ldots, \frac{B+k I}{k} ; \frac{A+I}{k}, \ldots, \frac{A+k I}{k} ; \lambda^{k}\right) \tag{2.5}
\end{align*}
$$

Proof. Using the formula in [26], we have

$$
\begin{align*}
(A+I)_{k r} & =\Gamma(A+(k r+1) I) \Gamma^{-1}(A+I) \\
& =k^{k r}\left(\frac{A+I}{k}\right)_{r}\left(\frac{A+2 I}{k}\right)_{r} \ldots\left(\frac{A+k I}{k}\right)_{r}  \tag{2.6}\\
(B+I)_{k r} & =\Gamma(B+(k r+1) I) \Gamma^{-1}(B+I) \\
& =k^{k r}\left(\frac{B+I}{k}\right)_{r}\left(\frac{B+2 I}{k}\right)_{r} \ldots\left(\frac{B+k I}{k}\right)_{r} .
\end{align*}
$$

Using (1.1), we can write

$$
\begin{aligned}
& \int_{0}^{\infty} x^{B} e^{-x} Z_{n}^{(A, \lambda)}(x ; k) d x=\Gamma(A+(k n+1) I) \\
& \times \sum_{r=0}^{n} \frac{(-1)^{r}(\lambda)^{r k}}{(n-r)!r!} \Gamma^{-1}(A+(k r+1) I) \int_{0}^{\infty} e^{-x} x^{B+k r I} d x
\end{aligned}
$$

More simplification of the above expression, we have

$$
\begin{aligned}
& \int_{0}^{\infty} x^{B} e^{-x} Z_{n}^{(A, \lambda)}(x ; k) d x=\Gamma(A+(k n+1) I) \\
& \times \sum_{r=0}^{n} \frac{(-1)^{r}(\lambda)^{r k}}{(n-r)!r!} \Gamma^{-1}(A+(k r+1) I) \Gamma(B+(k r+1) I)
\end{aligned}
$$

This formula can be written as:

$$
\begin{aligned}
& \int_{0}^{\infty} x^{B} e^{-x} Z_{n}^{(A, \lambda)}(x ; k) d x=\Gamma(A+(k n+1) I) \\
& \times \sum_{r=0}^{n} \frac{(-1)^{r}(\lambda)^{r k}}{(n-r)!r!} \Gamma^{-1}(A+(k r+1) I) \Gamma(B+(k r+1) I)
\end{aligned}
$$

Using (2.6), we obtain

$$
\begin{aligned}
& \int_{0}^{\infty} x^{B} e^{-x} Z_{n}^{(A, \lambda)}(x ; k) d x=\frac{1}{n!}(A+I)_{k n} \Gamma(B+I) \\
& \times{ }_{k+1} F_{k}\left(-n I, \frac{B+I}{k}, \ldots, \frac{B+k I}{k} ; \frac{A+I}{k}, \ldots, \frac{A+k I}{k} ; \lambda^{k}\right)
\end{aligned}
$$

This immediately leads to the proof of the theorem.
Theorem 2.4. If $A$ and $B$ are matrices in $\mathbb{C}^{N \times N}$ satisfying the condition in (1.8) and $A B=B A$. Then the integral representation for the Konhauser matrix polynomials satisfies the following:

$$
\begin{align*}
& \int_{0}^{x}(x-t)^{B-A-I} t^{A} Z_{n}^{(A, \lambda)}(t ; k) d t=\Gamma(A+(k n+1) I)  \tag{2.7}\\
& \times \Gamma(B-A) \Gamma^{-1}(B+(k n+1) I) x^{B} Z_{n}^{(B, \lambda)}(x ; k)
\end{align*}
$$

where $\operatorname{Re}(\mu)>0$ for all $\mu \in \sigma(B-A)$ and $\Gamma(B+(k n+1) I)$ is an invertible matrix.

Proof. Using (1.7) in the left hand side of (2.7), we have the integral matrix functional

$$
\begin{aligned}
& \int_{0}^{x}(x-t)^{B-A-I} t^{A} Z_{n}^{(A, \lambda)}(t ; k) d t=\Gamma(A+(k n+1) I) \\
& \sum_{r=0}^{n} \frac{(-1)^{r}}{r!(n-r)!} \Gamma^{-1}(A+(k r+1) I) \lambda^{k r} \int_{0}^{x}(x-t)^{B-A-I} t^{A+k r I} d t
\end{aligned}
$$

To evaluate the integral matrix functional

$$
\int_{0}^{x}(x-t)^{B-A-I} t^{A+k r I} d t
$$

Putting $t=x u$, we have

$$
\begin{align*}
& x^{A+B+k r I} \int_{0}^{1} u^{A+k r I}(1-u)^{B-A-I} d t  \tag{2.8}\\
& =x^{B+k r I} \Gamma(A+(k r+1) I) \Gamma(B-A) \Gamma^{-1}(B+(k r+1) I) .
\end{align*}
$$

Using (2.8), we have

$$
\begin{aligned}
\Gamma(A+ & (k n+1) I) \Gamma(B-A) \sum_{r=0}^{n} \frac{(-1)^{r}}{r!(n-r)!} \Gamma^{-1}(B+(k r+1) I) \lambda^{k r} x^{B+k r I} \\
& =\Gamma(A+(k n+1) I) \Gamma(B-A) \Gamma^{-1}(B+(k n+1) I) x^{B} Z_{n}^{(B, \lambda)}(x ; k)
\end{aligned}
$$

Thus we obtain (2.7).

Here we desire the matrix differential recurrence relations for Konhauser matrix polynomials have been obtained using a new technique discussed is novelty, urgently and originality in the following theorems.

Theorem 2.5. Let $A$ and $A-m I$ be matrices in $\mathbb{C}^{N \times N}$ satisfying the condition in (1.8). The following matrix differential recurrence formula for Konhauser matrix polynomials holds

$$
\begin{align*}
& \frac{d^{m}}{d x^{m}}\left[x^{A} Z_{n}^{(A, \lambda)}(x ; k)\right]=\Gamma(A+(k n+1) I)  \tag{2.9}\\
& \times \Gamma^{-1}(A+(k n-m+1) I) x^{A-m I} Z_{n}^{(A-m I, \lambda)}(x ; k)
\end{align*}
$$

where $\Gamma(A+(k n-m+1) I)$ is an invertible matrix.
Proof. Now we make use of the differential operator $D^{m}$ defined by

$$
\begin{equation*}
D^{m} x^{A-I}=\Gamma(A) \Gamma^{-1}(A-m I) x^{A-(m+1) I} \tag{2.10}
\end{equation*}
$$

where $\Gamma(A-m I)$ is an invertible matrix.

Multiply both sides of (1.7) by $x^{A}$, and apply the differential operator $D^{m}$ for equation in (2.10), we get

$$
\begin{aligned}
& \frac{d^{m}}{d x^{m}}\left[x^{A} Z_{n}^{(A, \lambda)}(x ; k)\right]=\Gamma(A+(k n+1) I) \\
& \times \sum_{r=0}^{n} \frac{(-1)^{r} \lambda^{r k}}{(n-r)!r!} \Gamma^{-1}(A+(k r+1) I) \frac{d^{m}}{d x^{m}} x^{A+k r I} \\
& =\Gamma(A+(k n+1) I) \Gamma^{-1}(A+(k n-m+1) I) \Gamma(A+(k n-m+1) I) \\
& \times \sum_{r=0}^{n} \frac{(-1)^{r} \lambda^{r k}}{r!(n-r)!} \Gamma^{-1}(A+(k r-m+1) I) x^{A+(k r-m) I} \\
& =x^{A-m I} \Gamma(A+(k n+1) I) \Gamma^{-1}(A+(k n-m+1) I) \Gamma(A+(k n-m+1) I) \\
& \times \sum_{r=0}^{n} \frac{(-1)^{r}(\lambda x)^{r k}}{r!(n-r)!} \Gamma^{-1}(A+(k r-m+1) I) \\
& =x^{A-m I} \Gamma(A+(k n+1) I) \Gamma^{-1}(A+(k n-m+1) I) Z_{n}^{(A-m I, \lambda)}(x ; k),
\end{aligned}
$$

which immediately leads to (2.9). This completes the proof of the theorem.
Corollary 2.1. Konhauser matrix polynomials satisfy the following matrix differential recurrence relation:

$$
\begin{equation*}
\frac{d^{k}}{d x^{k}}\left[x^{A+k I} Z_{n}^{(A+k I, \lambda)}(x ; k)\right]=(A+(k n+1) I)_{k} x^{A} Z_{n}^{(A, \lambda)}(x ; k) . \tag{2.11}
\end{equation*}
$$

Proof. Replacing in $m$ by $k$ and $A$ by $A+k I$ in (2.9), we obtain (2.11).
Theorem 2.6. For the matrices $A$ and $A+k I$ in $\mathbb{C}^{N \times N}$ satisfying the condition in (1.8). The Konhauser matrix polynomials satisfy the following matrix differential recurrence relation:

$$
\begin{equation*}
\left(\frac{d^{k}}{d x^{k}}-\lambda^{k}\right)\left[x^{A+k I} Z_{n}^{(A+k I, \lambda)}(x ; k)\right]=(n+1) x^{A} Z_{n+1}^{(A, \lambda)}(x ; k) \tag{2.12}
\end{equation*}
$$

Proof. Rewrite the equation in (2.4) in the following form

$$
\begin{aligned}
& n!(\lambda x)^{A} \Gamma^{-1}(A+(k n+1) I) Z_{n}^{(A, \lambda)}(x ; k) \\
= & \frac{1}{2 \pi i} \int_{C} \exp (\lambda u x)\left(u^{k}-1\right)^{n} u^{-A-(k n+1) I} d u .
\end{aligned}
$$

By using $\left(u^{k}-1\right)^{n}=u^{k}\left(u^{k}-1\right)^{n}-\left(u^{k}-1\right)^{n+1}$, we have

$$
\begin{aligned}
& \frac{\lambda^{k}}{2 \pi i} \int_{C} \exp (\lambda u x)\left(u^{k}-1\right)^{n} u^{-A-(k n+1) I} d u \\
& =\frac{\lambda^{k}}{2 \pi i} \int_{C} \exp (\lambda u x)\left(u^{k}-1\right)^{n} u^{k} u^{-A-(k n+1) I} d u \\
& -\frac{\lambda^{k}}{2 \pi i} \int_{C} \exp (\lambda u x)\left(u^{k}-1\right)^{n+1} u^{-(A-k I)-(k(n+1)+1) I} d u .
\end{aligned}
$$

Differentiating both sides with respect to $x$ at $k$-times, and after some simplification, we get

$$
\left(\frac{d^{k}}{d x^{k}}-\lambda^{k}\right)\left[x^{A} Z_{n}^{(A, \lambda)}(x ; k)\right]=(n+1) x^{A-k I} Z_{n+1}^{(A-k I, \lambda)}(x ; k),
$$

which proves (2.12).

Theorem 2.7. For the matrices $A$ and $A+k I$ in $\mathbb{C}^{N \times N}$ satisfying the condition in (1.8). The Konhauser matrix polynomials satisfy the following pure recurrences matrix relation

$$
\begin{align*}
(x \lambda)^{k} Z_{n}^{(A+k I, \lambda)}(x ; k)= & (A+(k n+1) I)_{k} Z_{n}^{(A, \lambda)}(x ; k) \\
& -(n+1) Z_{n+1}^{(A, \lambda)}(x ; k) . \tag{2.13}
\end{align*}
$$

Proof. From (2.11) and (2.12), we have the pure recurrence matrix relation in (2.13). Hence the proof is established.

## 3. Lie operators associated with Konhauser matrix polynomials

In this section, we define some linear partial differential operators in two independent variables $x$ and $y$. We will investigate their commutative properties while operating on Konhauser matrix polynomials.

With the help of matrix differential recurrence relations given in [26] and [27], we obtain matrix differential recurrence relations for $Z_{n}^{(A, \lambda)}(x ; k)$ as follows

$$
\begin{equation*}
x^{1-k} D Z_{n}^{(A, \lambda)}(x ; k)=-k \lambda^{k} Z_{n-1}^{(A+k I, \lambda)}(x ; k) ; n \geq 1 \tag{3.1}
\end{equation*}
$$

which gives the equation (4.10) in [27], and

$$
\begin{equation*}
\left[x^{-A} D^{k} x^{A+k I}-x^{k} \lambda^{k} I\right] Z_{n}^{(A, \lambda)}(x ; k)=(n+1) \lambda^{k} Z_{n+1}^{(A-k I, \lambda)}(x ; k) \tag{3.2}
\end{equation*}
$$

From (3.1) and (3.2), we get the following matrix differential equation for $Z_{n}^{(A, \lambda)}(x ; k)$

$$
\begin{equation*}
\left(\frac{D}{\lambda}\right)^{k}\left[x^{A+I} D Z_{n}^{(A, \lambda)}(x ; k)\right]-x^{A}(x D-k n) Z_{n}^{(A, \lambda)}(x ; k)=\mathbf{0} \tag{3.3}
\end{equation*}
$$

which is equivalent to

$$
\left[x^{1-k} D\left[x^{k I-A}\left(\frac{D}{\lambda}\right)^{k}-I\right] x^{A} Z_{n}^{(A, \lambda)}(x ; k)\right]+(n+1) Z_{n+1}^{(A, \lambda)}(x ; k)=\mathbf{0} .
$$

Replacing $n$ by $y \frac{\partial}{\partial y}$ and $D$ by $\frac{\partial}{\partial x}$, we get the matrix partial differential equation satisfied by $Z_{n}^{(A, \lambda)}(x, y ; k)=y^{n} Z_{n}^{(A, \lambda)}(x ; k)$ as

$$
\begin{align*}
& \mathbb{L} Z_{n}^{(A, \lambda)}(x, y ; k)=\mathbf{0} \\
& \lambda^{k} \partial x^{k} \tag{3.4}
\end{align*}\left[x^{A+I} \frac{\partial}{\partial x} Z_{n}^{(A, \lambda)}(x ; k)\right]-x^{A}\left(x \frac{\partial}{\partial x}-k y \frac{\partial}{\partial y}\right) Z_{n}^{(A, \lambda)}(x ; k)=\mathbf{0} .
$$

First we consider the following linear partial differential operators of the Lie group

$$
\begin{align*}
& \mathbb{A}=y \frac{\partial}{\partial y} I \\
& \mathbb{B}=\frac{x^{1-k}}{y} \frac{\partial}{\partial x} I ; y \neq 0  \tag{3.5}\\
& \mathbb{C}=x^{-A} y \frac{\partial^{k}}{\lambda^{k} \partial x^{k}} x^{A+k I}-y x^{k} I
\end{align*}
$$

Then

$$
\begin{equation*}
\lambda^{-A} x^{-A} \mathbb{L}=\mathbb{C} \mathbb{B}+k \mathbb{A} \tag{3.6}
\end{equation*}
$$

According to the differential operators properties, we have the following rules

$$
\begin{align*}
& \mathbb{A}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{n}\right]=n Z_{n}^{(A, \lambda)}(x ; k) y^{n}, \\
& \mathbb{B}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{n}\right]=-k Z_{n-1}^{(A+k I, \lambda)}(x ; k) y^{n-1} ; n \geq 1,  \tag{3.7}\\
& \mathbb{C}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{n}\right]=(n+1) Z_{n+1}^{(A-k I, \lambda)}(x ; k) y^{n+1},
\end{align*}
$$

where $A, A+k I$ and $A-k I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.8), and the commutator relations satisfied by using the differential operators $\mathbb{I}, \mathbb{A}, \mathbb{B}$, and $\mathbb{C}$ are

$$
\begin{align*}
& {[\mathbb{A}, \mathbb{B}]=-\mathbb{B}} \\
& {[\mathbb{A}, \mathbb{C}]=\mathbb{C}}  \tag{3.8}\\
& {[\mathbb{B}, \mathbb{C}]=-k \mathbb{I}}
\end{align*}
$$

where $[\mathbb{A}, \mathbb{B}] u=(\mathbb{A} \mathbb{B}-\mathbb{B} \mathbb{A}) u$ and $\mathbb{I}$ stands for the identity operator.
These commutator relations show that $\mathbb{I}, \mathbb{A}, \mathbb{B}$, and $\mathbb{C}$ generate a Lie group transformations. We express the extended forms of the transformation group generated by each of the differential operators $\mathbb{A}, \mathbb{B}$, and $\mathbb{C}$ as follows:

$$
\begin{equation*}
e^{a \mathbb{A}} f^{(A, \lambda)}(x, y)=f^{(A, \lambda)}\left(x, y e^{a}\right) \tag{3.9}
\end{equation*}
$$

in which the differential operator $\mathbb{A}$ is defined as in (3.5) and where $f^{(A, \lambda)}(x, y)$ is an arbitrary matrix function,

$$
\begin{equation*}
e^{b \mathbb{B}}\left[y^{n} f^{(A, \lambda)}(x)\right]=y^{n} e^{b \mathbb{B}} f^{(A, \lambda)}(x)=y^{n} f^{(A, \lambda)}\left(\left(\frac{k b}{y}+x^{k}\right)^{\frac{1}{k}}\right) ; y \neq 0 \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{c \mathbb{C}}\left[y^{n} f^{(A, \lambda)}(x)\right]=y^{n} e^{-c y x^{k}} \exp \left(c y\left(\frac{D_{x}}{\lambda} I+\frac{1}{\lambda x} A\right)^{k} x^{k}\right) f^{(A, \lambda)}(x) \tag{3.11}
\end{equation*}
$$

## 4. Generating matrix functions cancelled by conjugates of $(\mathbb{A}-n \mathbb{I})$

In this section, we extend the differential operators $\mathbb{B}$ and $\mathbb{C}$, which we defined in the previous section to the exponential form. Consider an arbitrary matrix polynomials $Z_{n}^{(A, \lambda)}(x, y ; k)=y^{n} Z_{n}^{(A, \lambda)}(x ; k)$ in two independent variables. Also, we consider the arbitrary constants $b$ and $c$. The exponential operators $\exp (b \mathbb{B})$ and $\exp (c \mathbb{C})$ are called the extended form of the transformation groups generated by $\mathbb{B}$ and $\mathbb{C}$, respectively.

Here, we show how readily new generating matrix functions for the Konhauser matrix polynomials $Z_{n}^{(A, \lambda)}(x, y ; k)$ can be derived from the operational representations of the Konhauser matrix polynomials.

From this discussion, we see that $Z_{n}^{(A, \lambda)}(x, y ; k)=y^{n} Z_{n}^{(A, \lambda)}(x ; k)$ is a solution of the following matrix differential equation

$$
\mathbb{L} Z_{n}^{(A, \lambda)}(x, y ; k)=\mathbf{0}
$$

and

$$
\mathbb{A} Z_{n}^{(A, \lambda)}(x, y ; k)=n Z_{n}^{(A, \lambda)}(x, y ; k)
$$

for arbitrary $n$. With the help of (3.10) and (3.11), we get

$$
\begin{align*}
& e^{c \mathbb{C}} e^{b \mathbb{B}}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right]=e^{c \mathbb{C}} y^{n} Z_{n}^{(A, \lambda)}\left(\left(x^{k}+\frac{k b}{y}\right)^{\frac{1}{k}} ; k\right) \\
& =y^{n} \exp \left(-c y\left(x^{k}+\frac{k b}{y}\right)\right) \exp \left[c y\left(\frac{D}{\lambda} I+\frac{1}{\lambda}\left(x^{k}+\frac{k b}{y}\right)^{-\frac{1}{k}} A\right)^{k}\right.  \tag{4.1}\\
& \left.\times\left(x^{k}+\frac{k b}{y}\right)\right] Z_{n}^{(A, \lambda)}\left(\left(x^{k}+\frac{k b}{y}\right)^{\frac{1}{k}} ; k\right)=F(x, y, A) ; y \neq 0
\end{align*}
$$

Put $\mathbb{S}=e^{b \mathbb{B}+c \mathbb{C}}$ then $\mathbb{S} \mathbb{S}^{-1}$ is conjugate of $\mathbb{A}$ and $F(x, y, A)$ is cancelled by $\mathbb{L}$ and $\mathbb{S}(\mathbb{A}$ $n \mathbb{I}) \mathbb{S}^{-1}$.

Now we consider the following cases :
Case 1. Putting $c=0$ and $b=1$, then (4.1) reduces to

$$
\begin{equation*}
e^{\mathbb{B}}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right]=y^{n} Z_{n}^{(A, \lambda)}\left(\left(x^{k}+\frac{k}{y}\right)^{\frac{1}{k}} ; k\right) ; y \neq 0 \tag{4.2}
\end{equation*}
$$

Separately, we consider the left hand side of (4.2) and we write exponential operators in a series form so that we have the following relation

$$
\begin{aligned}
& e^{\mathbb{B}}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right]=\sum_{m=0}^{\infty} \frac{\mathbb{B}^{m}}{m!}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right] \\
& =\sum_{m=0}^{\infty} \frac{\mathbb{B}^{m-1}}{m!}(-k) Z_{n-1}^{(A+k I, \lambda)}(x ; k) y^{n-1} \\
& \ldots \\
& \ldots \\
& \ldots \\
& =\sum_{m=0}^{\infty} \frac{\mathbb{B}^{m-m}}{m!}[(-k) \times(-k) \times(-k) \ldots \times(-k)] Z_{n-m}^{(A+m k I, \lambda)}(x ; k) y^{n-m} \\
& =y^{n} \sum_{m=0}^{n} \frac{1}{m!}\left(-\frac{k}{y}\right)^{m} Z_{n-m}^{(A+k m I, \lambda)}(x ; k) ; y \neq 0,
\end{aligned}
$$

where $A$ and $A+m k I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.8).
Hence, we obtain

$$
\begin{equation*}
e^{\mathbb{B}}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right]=y^{n} \sum_{m=0}^{n} \frac{1}{m!}\left(-\frac{k}{y}\right)^{m} Z_{n-m}^{(A+k m I, \lambda)}(x ; k) ; Z_{-m}^{(A, \lambda)}(x ; k)=\mathbf{0} . \tag{4.3}
\end{equation*}
$$

Equating the two values and after minor adjustments, we get a generating matrix relation as

$$
\begin{equation*}
Z_{n}^{(A, \lambda)}\left(\left(x^{k}+k t\right)^{\frac{1}{k}} ; k\right)=\sum_{m=0}^{\infty} \frac{k^{m}}{m!}(-t)^{m} Z_{n-m}^{(A+k m I, \lambda)}(x ; k), \tag{4.4}
\end{equation*}
$$

where $t=\frac{1}{y}$ and $y \neq 0$.
If we put $k=1$, the $Z_{n}^{(A, \lambda)}(x ; k)$ reduces to the Laguerre matrix polynomials, $L_{n}^{(A, \lambda)}(x+$ $t)$. Thus putting $k=1$ in (4.4), we get the following formula on Laguerre matrix polynomials:

$$
\begin{equation*}
L_{n}^{(A, \lambda)}(x+t)=\sum_{m=0}^{\infty} \frac{1}{m!}(-t)^{m} L_{n-m}^{(A+m I, \lambda)}(x) \tag{4.5}
\end{equation*}
$$

where $A$ and $A+m I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.5).
Case 2. Putting $b=0$ and $c=1$, then (4.1) reduces to

$$
\begin{equation*}
e^{\mathbb{C}}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right]=y^{n} e^{-y x^{k}} \exp \left[y\left(\frac{D}{\lambda} I+\frac{1}{\lambda x} A\right)^{k} x^{k}\right] Z_{n}^{(A, \lambda)}(x ; k) \tag{4.6}
\end{equation*}
$$

But we have

$$
\begin{align*}
& e^{\mathbb{C}}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right]=\sum_{m=0}^{\infty} \frac{\mathbb{C}^{m}}{m!}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right] \\
& =\sum_{m=0}^{\infty} \frac{\mathbb{C}^{m-1}}{m!}(n+1) Z_{n+1}^{(A-k I, \lambda)}(x ; k) y^{n+1} \\
& \ldots \\
& \ldots  \tag{4.7}\\
& \ldots \\
& =\sum_{m=0}^{\infty} \frac{\mathbb{C}^{m-m}}{m!}[(n+1) \times(n+2) \times \ldots \times(n+m)] Z_{n+m}^{(A-m k I, \lambda)}(x ; k) y^{n+m} \\
& =y^{n} \sum_{m=0}^{\infty} \frac{y^{m}}{m!}(n+1)_{m} Z_{n+m}^{(A-m k I, \lambda)}(x ; k)
\end{align*}
$$

where $A$ and $A-m k I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.8).
Equating both values and after minor adjustments, we get a generating matrix relation as

$$
\begin{align*}
& \left.\exp \left[y\left(\frac{D}{\lambda} I+\frac{1}{\lambda x} A\right)^{k} x^{k}-x^{k} I\right)\right] Z_{n}^{(A, \lambda)}(x ; k) \\
& =\sum_{m=0}^{\infty} \frac{y^{m}}{m!}(n+1)_{m} Z_{n+m}^{(A-m k I, \lambda)}(x ; k) . \tag{4.8}
\end{align*}
$$

For $k=1$ in (4.8), we give the generating matrix relation on Laguerre matrix polynomials:

$$
\begin{equation*}
\left.\exp \left[y\left(\frac{D}{\lambda} I+\frac{1}{\lambda x} A\right) x-x I\right)\right] L_{n}^{(A, \lambda)}(x)=\sum_{m=0}^{\infty} \frac{y^{m}}{m!}(n+1)_{m} L_{n+m}^{(A-m I, \lambda)}(x) \tag{4.9}
\end{equation*}
$$

Simplifying more, we have

$$
\begin{equation*}
\left.\exp \left(y \frac{D}{\lambda} x I+\frac{y}{\lambda} A-x y I\right)\right) L_{n}^{(A, \lambda)}(x)=e^{\frac{y}{\lambda}(A+I)}\left[e^{-x y e^{y}} L_{n}^{(A, \lambda)}\left(x e^{y}\right)\right] . \tag{4.10}
\end{equation*}
$$

Using $e^{t D x} f(x)=e^{t} f\left(x e^{t}\right)$, we get

$$
\begin{equation*}
e^{\frac{y}{\lambda}(A+I)}\left[e^{-x y e^{y}} L_{n}^{(A, \lambda)}\left(x e^{y}\right)\right]=\sum_{m=0}^{\infty} \frac{y^{m}}{m!}(n+1)_{m} L_{n+m}^{(A-m I, \lambda)}(x) \tag{4.11}
\end{equation*}
$$

where $A$ and $A-m I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.5).
Further, we proceed to determine $e^{b \mathbb{B}} e^{\mathbb{C}}$, where $b$ is an arbitrary constant.
Case 3. If we substitute $c=1$ and $b \neq 0$ in (4.1), then we obtain

$$
\begin{align*}
& e^{b \mathbb{B}} e^{\mathbb{C}}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right]=y^{n} e^{-y} \exp \left[y\left(\frac{D}{\lambda} I+\frac{1}{\lambda}\left(x^{k}+\frac{k b}{y}\right)^{-\frac{1}{k}} A\right)^{k}\right.  \tag{4.12}\\
& \left.\times\left(x^{k}+\frac{k b}{y}\right)\right] Z_{n}^{(A, \lambda)}\left(\left(x^{k}+\frac{k b}{y}\right)^{\frac{1}{k}} ; k\right) ; y \neq 0
\end{align*}
$$

Also we get

$$
\begin{aligned}
& e^{b \mathbb{B}} e^{\mathbb{C}}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right]=e^{\mathbb{C}} e^{b \mathbb{B}}\left[Z_{n}^{(A, \lambda)}(x ; k) y^{n}\right] \\
& =e^{\mathbb{C}} \sum_{m=0}^{\infty} \frac{(-k b)^{m}}{m!} Z_{n-m}^{(A+m k I, \lambda)}(x ; k) y^{n-m} \\
& =\sum_{s=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{m!s!}(n-m+1)_{s}(-k b)^{m} Z_{n-m+s}^{(A+(m-s) k I, \lambda)}(x ; k) y^{n-m+s} .
\end{aligned}
$$

On the other hand, equating both values and after minor adjustments, we get

$$
\begin{align*}
& e^{-y} \exp \left[y\left(\frac{D}{\lambda} I+\frac{1}{\lambda}\left(x^{k}+\frac{k b}{y}\right)^{-\frac{1}{k}} A\right)^{k}\left(x^{k}+\frac{k b}{y}\right)\right] Z_{n}^{(A, \lambda)}\left(\left(x^{k}+\frac{k b}{y}\right)^{\frac{1}{k}} ; k\right) \\
& =\sum_{s=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{m!s!}(n-m+1)_{s}(-k b)^{m} Z_{n-m+s}^{(A+(m-s) k I, \lambda)}(x ; k) y^{s-m} ; y \neq 0 \tag{4.13}
\end{align*}
$$

where $A$ and $A+(m-s) k I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.8).
In particular for $k=1$ in (4.13), we get

$$
\begin{align*}
& e^{-y} \exp \left[y\left(\frac{D}{\lambda} I+\frac{1}{\lambda}\left(x+\frac{b}{y}\right)^{-1} A\right)\left(x+\frac{b}{y}\right)\right] L_{n}^{(A, \lambda)}\left(\left(x+\frac{b}{y}\right)\right) \\
& =\sum_{s=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{m!s!}(n-m+1)_{s}(-b)^{m} L_{n-m+s}^{(A+(m-s) I, \lambda)}(x) y^{s-m} ; y \neq 0 \tag{4.14}
\end{align*}
$$

After simplifications, we give

$$
\begin{align*}
& e^{-y} e^{\frac{y D}{\lambda}\left(x+\frac{b}{y}\right)} \exp \left[\frac{y}{\lambda}\left(x+\frac{b}{y}\right)^{2} A-y\left(x+\frac{b}{y}\right) I\right] L_{n}^{(A, \lambda)}\left(\left(x+\frac{b}{y}\right)\right) \\
& =e^{-y} e^{\frac{y}{\lambda}} \exp \left[\frac{y}{\lambda}\left(x+\frac{b}{y}\right)^{2} e^{2 y} A-y e^{y}\left(x+\frac{b}{y}\right) I\right] L_{n}^{(A, \lambda)}\left(\left(x+\frac{b}{y}\right) e^{y}\right)  \tag{4.15}\\
& =\sum_{s=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{m!s!}(n-m+1)_{s}(-b)^{m} L_{n-m+s}^{(A+(m-s) I, \lambda)}(x) y^{s-m} ; y \neq 0,
\end{align*}
$$

where $A$ and $A+(m-s) I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.5).
5. Some more generating matrix relations for Konhauser matrix polynomials $Z_{n}^{(A, \lambda)}(x ; k)$

As an application of our results, we give some more recurrence matrix relations for Konhauser matrix polynomials $Z_{n}^{(A, \lambda)}(x ; k)$

$$
\begin{equation*}
\left(x \frac{\partial}{\partial x} I+A\right) Z_{n}^{(A, \lambda)}(x ; k)=(A+k n I) Z_{n}^{(A-I, \lambda)}(x ; k), \tag{5.1}
\end{equation*}
$$

where $A$ and $A-I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.8) (see eq. (3.20) [26]).

Let us consider the differential operator (infinite small generator the Lie group)

$$
\begin{equation*}
\mathbb{B}_{1}=\frac{x}{y} \frac{\partial}{\partial x} I+\frac{1}{y} A ; y \neq 0 \tag{5.2}
\end{equation*}
$$

Then we observe

$$
\begin{equation*}
\mathbb{B}_{1}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{A}\right]=(A+k n I) Z_{n-1}^{(A-I, \lambda)}(x ; k) y^{A-I} ; n \geq 1 \tag{5.3}
\end{equation*}
$$

Using the same method as used in (4.2), we get the extended form of the transformation Lie group generated by $\mathbb{B}_{1}$ as

$$
\begin{equation*}
e^{b \mathbb{B}_{1}}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{A}\right]=y^{A} e^{\frac{b A}{y}} Z_{n}^{(A, \lambda)}\left(x e^{\frac{b}{y}} ; k\right) \tag{5.4}
\end{equation*}
$$

Also, using (5.3) and (5.4), we get

$$
\begin{align*}
& \quad e^{b \mathbb{B}_{1}}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{A}\right]=y^{A} \sum_{m=0}^{\infty} \frac{1}{m!}(A+(k n-m+1) I)_{m}  \tag{5.5}\\
& \times\left(\frac{b}{y}\right)^{m} Z_{n}^{(A-m I, \lambda)}(x ; k) ; y \neq 0
\end{align*}
$$

where $A$ and $A-m I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.8).
Equating both values of $e^{b \mathbb{B}_{1}}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{A}\right]$ and making appropriate adjustments, we get

$$
\begin{equation*}
e^{A t} Z_{n}^{(A, \lambda)}\left(x e^{t} ; k\right)=\sum_{m=0}^{\infty} \frac{1}{m!}(A+(k n-m+1) I)_{m} t^{m} Z_{n}^{(A-m I, \lambda)}(x ; k), \tag{5.6}
\end{equation*}
$$

where $A$ and $A-m I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.8) and $t=\frac{b}{y}$ and $y \neq 0$.

For $k=1$ in (5.6), we give

$$
\begin{equation*}
e^{A t} L_{n}^{(A, \lambda)}\left(x e^{t}\right)=\sum_{m=0}^{\infty} \frac{1}{m!}(A+(n-m+1) I)_{m} t^{m} L_{n}^{(A-m I, \lambda)}(x) \tag{5.7}
\end{equation*}
$$

where $A$ and $A-m I$ are matrices in $\mathbb{C}^{N \times N}$ which satisfy the condition (1.5).
For $Z_{n}^{(A, \lambda)}(x ; k)$, the recurrence matrix relation is given by [27]

$$
\begin{equation*}
(k n-x D) Z_{n}^{(A, \lambda)}(x ; k)=k(A+(k n-k+1) I)_{k} Z_{n-1}^{(A, \lambda)}(x ; k) ; n \geq 1 \tag{5.8}
\end{equation*}
$$

Let us define the differential operator $\mathbb{B}_{2}$

$$
\begin{equation*}
\mathbb{B}_{2}=k \frac{\partial}{\partial y}-\frac{x}{y} \frac{\partial}{\partial x} ; y \neq 0 \tag{5.9}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\mathbb{B}_{2}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{n}\right]=k(A+(k n-k+1) I) Z_{n-1}^{(A, \lambda)}(x ; k) y^{n-1} ; n \geq 1 \tag{5.10}
\end{equation*}
$$

The extended form of the transformation group generated by the infinite generator $\mathbb{B}_{2}$ is given as

$$
\begin{equation*}
e^{b \mathbb{B}_{2}}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{n}\right]=(b k+y)^{n} Z_{n}^{(A, \lambda)}\left(\frac{x y^{\frac{1}{k}}}{(b k+y)^{\frac{1}{k}}} ; k\right) ;\left|\frac{y}{b k}\right|<1 \tag{5.11}
\end{equation*}
$$

It has been obtained by using the similar method as

$$
\begin{align*}
& e^{b \mathbb{B}_{2}}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{n}\right]=\sum_{m=0}^{\infty} \frac{1}{m!} b^{m} \mathbb{B}_{2}^{m}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{n}\right] \\
& =y^{n} \sum_{m=0}^{\infty} \frac{1}{m!}(A+(k n-k m+1) I)_{m k}\left(\frac{b k}{y}\right)^{m} Z_{n-m}^{(A, \lambda)}(x ; k) ; y \neq 0 \tag{5.12}
\end{align*}
$$

Hence equating both values of $e^{b \mathbb{B}_{2}}\left[Z_{n}^{(A, \lambda)}(x ; k) \times y^{n}\right]$ in (5.11) and (5.12), and making appropriate adjustments, we get

$$
\begin{align*}
(1+t)^{n} Z_{n}^{(A, \lambda)}\left(\frac{x}{(1+t)^{\frac{1}{k}}} ; k\right)= & \sum_{m=0}^{\infty} \frac{t^{m}}{m!}(A+(k n-k m+1) I)_{m k}  \tag{5.13}\\
& \times Z_{n-m}^{(A, \lambda)}(x ; k) ;|t|<1,
\end{align*}
$$

where $t=\frac{b k}{y}$ and $y \neq 0$.
For $k=1$ in (5.13), we give

$$
\begin{equation*}
(1+t)^{n} L_{n}^{(A, \lambda)}\left(\frac{x}{1+t}\right)=\sum_{m=0}^{\infty} \frac{t^{m}}{m!}(A+(n-m+1) I)_{m} L_{n-m}^{(A, \lambda)}(x) ;|t|<1 \tag{5.14}
\end{equation*}
$$

## 6. Conclusion

In this paper a new approach has been introduced for studying some important properties of Konhauser matrix polynomials $Z_{n}^{(A, \lambda)}(x ; k)$ viz matrix recurrence relations, matrix differential recurrence relations, matrix differential equation and certain generating matrix relations. The method developed can also be used to study some other Konhauser matrix polynomials $Y_{n}^{(A, \lambda)}(x ; k)$ which play vital role in Mathematical Physics, Chemistry and Mechanics. In a forthcoming paper, we propose to extend the present investigation to Konhauser matrix polynomials $Y_{n}^{(A, \lambda)}(x ; k)$ and to the biorthogonal matrix polynomials with a view to showing how their theories can be developed within a unifying framework.
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