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1. Introduction and Preliminaries

Many researchers have been investigated distinct fractional differential equations and inclusions which have been applied in modeling of different problems in some sciences. There are many papers on the existence of solutions (or positive solution) for some singular fractional differential equations (see for example, [1]-[3], [10], [12], [14], [17], [18] and [19]). In 2013, the existence and uniqueness of positive solutions for the fractional differential equation \(-D^\alpha u(t) = f(t, u(t)) + g(t, u(t))\) with the boundary conditions \(u(0) = u'(0) = u''(0) = u''(1) = 0\) or \(u(0) = u'(0) = u''(0) = 0, u''(1) = \beta u''(\eta)\) investigated, where \(0 < t < 1, 3 < \alpha \leq 4\) and \(D^\alpha\) is the Riemann-Liouville fractional derivative ([21]). By using idea of the work and some another published works such [4], [8], [9] and [16], we investigate the singular fractional integro-differential equation

\[
D^\alpha u(t) + f(t, u(t)) + g(t, u(t)) \\
\quad + \int_0^t \gamma(t,s)h(t,s,u(s),D^{\beta_1}u(s),\ldots,D^{\beta_l}u(s))ds, \\
D^{\mu_1}u(t),\ldots,D^{\mu_L}u(t)) = 0 \quad (1.1)
\]

with $m$-point boundary conditions \(D^{\mu_1}u(0) = D^{\beta_1}u(0) = 0\) for \(1 \leq i \leq L\), \(D^{\mu_1}u(0) = \cdots = D^{\mu_L}u(0) = 0\) and \(D^{\beta_1}u(1) = \sum_{j=1}^{m-2} a_j D^{\mu_{N+j}}u(\xi_j)\), where \(0 < t < 1, n \geq 5, n-1 < \alpha \leq n, 0 < \mu_1 < \cdots < \mu_N, 0 < \beta_1 < \cdots < \beta_L \leq \mu_N, 4 < \alpha - \mu_N \leq 5, a_j \in (0, \infty), 0 < \xi_1 < \cdots < \xi_{m-2} < 1, \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4} < 1, \gamma : [0, \infty) \to [0, \infty), h : [0, 1] \times [0, 1] \times \mathbb{R}^{L+1} \to [0, \infty)\) and \(f, g : (0, 1] \times \mathbb{R}^{N+2} \to [0, \infty)\) are continuous mappings, \(D\) is the Riemann-Liouville fractional derivative, \(\lim_{t \to 0^+} f(t, \ldots, u) = +\infty\)
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and \( \lim_{t \to t_0^+} g(t, \ldots) = +\infty \), that is, \( f, g \) are singular at \( t = 0 \). As you know, the Riemann-Liouville fractional integral of order \( \alpha > 0 \) for a function \( f : [0, \infty) \to \mathbb{R} \) is defined by

\[
I^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} f(s) \, ds \quad \text{for } t > 0
\]

provided the integral exists ([7], [13] and [15]). Also, the Riemann-Liouville fractional derivative of order \( \alpha > 0 \) for a continuous function \( f : [0, \infty) \to \mathbb{R} \) is defined by

\[
D^\alpha f(t) = \frac{1}{\Gamma(\alpha - \sigma)} \frac{d^n}{dt^n} \int_0^t (t - s)^{n-\alpha-1} f(s) \, ds \quad \text{for } t > 0,
\]

where \( n - 1 < \alpha \leq n \) and \( \frac{d^n}{dt^n} \) is a successive differentiation operator.

**Lemma 1.1.** ([7], [13]) If \( u \in C(0, 1) \cap L^1(0, 1) \) with \( D^\alpha u \in C(0, 1) \cap L^1(0, 1) \), then

\[
I^\alpha D^\alpha u(t) = u(t) + c_1 t^{\alpha-1} + c_2 t^{\alpha-2} + \cdots + c_n t^{\alpha-n},
\]

where \( c_1, \ldots, c_n \) are some real numbers and \( n \) is the smallest integer greater than or equal to \( \alpha \) ([7], [13] and [15]).

**Lemma 1.2.** ([7], [13]) If \( u \in L^1[0, 1] \) and \( \rho > \sigma > 0 \), then

\[
I^\rho D^\sigma u(t) = I^\rho D^\sigma u(t), \quad D^\sigma I^\rho u(t) = D^\sigma I^\rho u(t) = u(t).
\]

Also, \( I^\alpha u \in C[0, 1] \) for all \( \alpha > 0 \) and \( u \in C[0, 1] \).

By using Lemma 1.2, one can easily conclude next result.

**Lemma 1.3.** Let \( v \in C([0, 1]) \) and \( u(t) = I^{\mu N} v(t) \). Then (1.1) reduces to the problem

\[
D^{\alpha - \mu N} v(t) + f(t, t^{\mu N} v(t), \int_0^t \gamma(t, s) h(t, s, I^{\mu N} v(s), I^{\mu N - \beta_1} v(s), \ldots, I^{\mu N - \beta_m} v(s))ds),
\]

\[
I^{\mu N - \mu_1} v(t), I^{\mu N - \mu_2} v(t), \ldots, I^{\mu N - \mu_k} v(t), v(t)) + g(t, t^{\mu N} v(t), \int_0^t \gamma(t, s) h(t, s, I^{\mu N} v(s), I^{\mu N - \beta_1} v(s), \ldots, I^{\mu N - \beta_m} v(s))ds,
\]

\[
I^{\mu N - \mu_1} v(t), I^{\mu N - \mu_2} v(t), \ldots, I^{\mu N - \mu_k} v(t), v(t)) = 0 \quad (1.2)
\]

with boundary conditions \( v'''(1) = \sum_{j=1}^{m-2} a_j w'''(\xi_j) \) and \( v(0) = v'(0) = v''(0) = v'''(0) = 0 \), where \( 0 < t < 1 \). Moreover if \( v \in C([0, 1]) \) is a positive solution of the problem (1.2), then \( u(t) = I^{\mu N} v(t) \) is a positive solution for the problem (1.1).

**Lemma 1.4.** Let \( 4 < \alpha - \mu N \leq 5 \) and \( \sum_{j=1}^{m-2} a_j c_j^{\alpha - \mu N} \neq 1 \). If \( y \in C([0, 1]) \), then the problem \( D^{\alpha - \mu N} w(t) + g(t) = 0 \) with boundary conditions \( w(0) = w'(0) = w''(0) = w'''(0) = 0 \) and \( w'''(1) = \sum_{j=1}^{m-2} a_j w'''(\xi_j) \) has the unique solution

\[
w(t) = \int_0^1 G(t, s) y(s) ds
\]

\[
+ \frac{t^{\alpha - \mu N - 1}}{\Gamma(\alpha - \mu N)} \sum_{j=1}^{m-2} a_j \frac{c_j^{\alpha - \mu N}}{\Gamma(\alpha - \mu N)} \int_0^1 H(\xi_j, t) G(t, s) y(s) ds,
\]

where \( G(t, s) = \frac{1}{\Gamma(\alpha - \mu N)} t^{\alpha - \mu N - 1}(1 - s)^{\alpha - \mu N - 1} - (t - s)^{\alpha - \mu N - 1} \) whenever \( 0 \leq s \leq t \leq 1 \),

\[
G(t, s) = \frac{1}{\Gamma(\alpha - \mu N)} t^{\alpha - \mu N - 1}(1 - s)^{\alpha - \mu N - 1} - (t - s)^{\alpha - \mu N - 1} \quad \text{whenever } 0 \leq t \leq s \leq 1,
\]

\[
H(t, s) = \frac{\partial G(t, s)}{\partial s} = \frac{(\alpha - \mu N - 1)(\alpha - \mu N - 2)(\alpha - \mu N - 3)}{\Gamma(\alpha - \mu N)} (t^{\alpha - \mu N - 1} - t^{\alpha - \mu N - 4}) \quad \text{whenever } 0 \leq s \leq t \leq 1.
\]

And \( \frac{\partial G(t, s)}{\partial s} = \frac{(\alpha - \mu N - 1)(\alpha - \mu N - 2)}{\Gamma(\alpha - \mu N)} (t^{\alpha - \mu N - 1} - t^{\alpha - \mu N - 4}) \quad \text{whenever } 0 \leq t \leq s \leq 1 \).
Proof. By using Lemma 1.1, the solution of this problem is

\[ w(t) = -\int_0^t (t-s)^{\alpha-\mu_N-1} y(s)ds + \frac{t^{\alpha-\mu_N-1}}{\Gamma(\alpha-\mu_N)} \left( \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4} \int_0^1 (1-s)^{\alpha-\mu_N-4} y(s)ds \right) \]

where \( c_1, c_2, c_3, c_4, c_5 \in \mathbb{R} \) are some constants. By using the boundary conditions, we get \( c_2 = c_3 = c_4 = c_5 = 0 \) and

\[
c_1 = \frac{1}{\Gamma(\alpha-\mu_N)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times \left[ \int_0^1 (1-s)^{\alpha-\mu_N-4} y(s)ds - \sum_{j=1}^{m-2} a_j \int_0^1 (\xi_j - s)^{\alpha-\mu_N-4} y(s)ds \right].
\]

Thus, the unique solution of this problem is

\[
\begin{align*}
\int_0^t (t-s)^{\alpha-\mu_N-1} y(s)ds + \frac{t^{\alpha-\mu_N-1}}{\Gamma(\alpha-\mu_N)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} &
\times \left[ \int_0^1 (1-s)^{\alpha-\mu_N-4} y(s)ds - \sum_{j=1}^{m-2} a_j \int_0^1 (\xi_j - s)^{\alpha-\mu_N-4} y(s)ds \right] \\
= & \int_0^1 G(t,s)y(s)ds \\
& + \frac{1}{\Gamma(\alpha-\mu_N)} \int_0^1 t^{\alpha-\mu_N-1}(1-s)^{\alpha-\mu_N-4} y(s)ds \\
& + \frac{t^{\alpha-\mu_N-1}}{\Gamma(\alpha-\mu_N)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times \left[ \int_0^1 \xi_j^{\alpha-\mu_N-4}(1-s)^{\alpha-\mu_N-4} y(s)ds - \int_0^1 (\xi_j - s)^{\alpha-\mu_N-4} y(s)ds \right] \\
= & \int_0^1 G(t,s)y(s)ds \\
& + \frac{t^{\alpha-\mu_N-1}}{\Gamma(\alpha-\mu_N)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times \int_0^1 H(\xi_j, s)y(s)ds.
\end{align*}
\]

This completes the proof. \[\square\]

One can check that \( G \) is a continuous function on \([0,1] \times [0,1]\), \( G(t,s) \geq 0 \) and \( H(t,s) \geq 0 \) for all \( t, s \in [0,1] \) and \( G(t,s) > 0 \) for all \( t, s \in (0,1) \). Also,

\[
\frac{1}{\Gamma(\alpha-\mu_N)} s(s^2 - 3s + 3)(1-s)^{\alpha-\mu_N-4} t^{\alpha-\mu_N-1} \leq G(t,s)
\]
\[
\frac{1}{\Gamma(\alpha - \mu_N)}(1 - s)^{\alpha - \mu_N - 4}t^{\alpha - \mu_N - 1}
\]
for all \(t, s \in [0, 1]\). Also, \(\sup_{0 \leq t \leq 1} \int_0^1 G(t, s)s^{-\sigma}ds = \frac{1}{\Gamma(\alpha - \mu_N)}(\beta(1 - \sigma, \alpha - \mu_N - 3) - 
\beta(1 - \sigma, \alpha - \mu_N))\) and
\[
\int_0^1 H(\eta, s)s^{-\sigma}ds = \frac{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(\eta^{\alpha - \mu_N - 4} - \eta^{\alpha - \mu_N - \sigma - 3})\beta(1 - \sigma, \alpha - \mu_N - 3)}{\Gamma(\alpha - \mu_N)}
\]
for all \(0 < \sigma < 1\) and \(0 < \eta < 1\). This conclude that
\[
K := \sup_{0 \leq t \leq 1} \left[ G(t, s) + \frac{t^{\alpha - \mu_N - 1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)}(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha - \mu_N - 4}) \times H(\xi_j, s) \right]s^{-\sigma}ds
\]
\[
= \frac{1}{\Gamma(\alpha - \mu_N)} \left[ \left(1 + \sum_{j=1}^{m-2} a_j \xi_j^{\alpha - \mu_N - 4} - \xi_j^{\alpha - \mu_N - \sigma - 3} \right) \right] \beta(1 - \sigma, \alpha - \mu_N - 3) - \beta(1 - \sigma, \alpha - \mu_N).
\]
By using some calculations, one can prove next key result.

**Theorem 1.1.** Let \(0 < \sigma < 1\), \(4 < \alpha - \mu_N \leq 5\), \(\sum_{j=1}^{m-2} a_j \xi_j^{\alpha - \mu_N - 4} \neq 1\) and \(F : [0, 1] \to \mathbb{R}\) be a continuous function with \(\lim_{t \to \psi^+} F(t) = \infty\). Suppose that \(t^\sigma F(t)\) is a continuous function on \([0, 1]\). Then the functions defined by \(L(t) = \int_0^1 G(t, s)F(s)ds\) and \(W(t) = \int_0^1 H(t, s)F(s)ds\) are continuous on \([0, 1]\).

Let \((X, \|\cdot\|)\) be a real Banach space which has a partially order by using a cone \(P \subset X\). A nonempty closed convex set \(P \subset X\) is a cone whenever \(x \in P\) and \(\lambda \geq 0\) implies \(\lambda x \in P\) and \(P \cap (-P) = \{0\}\) ([5] and [20]). A cone \(P\) is called solid whenever interior of \(P\) is nonempty. Each cone \(P\) defines the order \(\leq\) on \(X\) by \(x \leq y\) if and only if \(y - x \in P\) ([5] and [20]). A cone \(P\) is called normal if there exists a constant \(N > 0\) such that \(\theta \leq x, y \leq \mu x\) for all \(x \leq y\). In this case, least number \(N\) is called the normal constant of \(P\) ([5] and [20]). Define \(x \sim y\) whenever there exist \(\lambda > 0\) and \(\mu > 0\) such that \(\lambda x \leq y \leq \mu x\). Then, \(\sim\) is an equivalence relation on \((X\) [5] and [20]). For each \(k \geq \theta\) with \(k \neq \theta\), define \(P_k = \{x \in X : x \sim k\}\). One can check that \(P_k \subset P\) for all \(k \in P\) ([5] and [20]).

**Theorem 1.2.** ([6]) Let \((X, d)\) be a complete metric space, \(\leq\) an order on \(X\), \(T : X \to X\) an increasing map and \(x_n \leq x\) for all \(n\) whenever \(x_n\) is an increasing sequence in \(X\) with \(x_n \to x\). Suppose that there exists a continuous and increasing function \(\psi : [0, \infty) \to [0, \infty)\) such that \(\psi\) is positive on \((0, \infty)\), \(\psi(0) = 0\) and \(d(T(x), T(y)) \leq \psi(d(x, y))\) for all \(x \geq y\). If there exists \(x_0 \in X\) with \(x_0 \leq T_{x_0}\), then \(T\) has a fixed point. If for each \(x, y \in X\), there exists \(z \in X\) which is comparable to \(x\) and \(y\), then \(T\) has a unique fixed point.

Let \(X\) be a real Banach space, \(P\) a cone in \(X\) and \(0 \leq \gamma < 1\) a real number. An operator \(A : P \to P\) is said to be \(\gamma\)-concave whenever \(A(tx) \geq t^\gamma Ax\) for all \(t \in (0, 1)\) and \(x \in P\) ([20]). Also, \(A : P \to P\) is called homogeneous whenever \(A(\lambda x) = \lambda Ax\) for all \(\lambda > 0\) and \(x \in P\) ([20]). Finally, \(A : P \to P\) is said to be sub-homogeneous whenever \(A(tx) \geq tAx\) for all \(t \in (0, 1)\) and \(x \in P\) ([20]). In 2011, Zhai and Anderson proved next result.

**Theorem 1.3.** ([20]) Let \(P\) be a normal cone in a real Banach space \(X\), \(A : P \to P\) an increasing \(\gamma\)-concave map and \(B : P \to P\) an increasing sub-homogeneous operator. Assume that there is \(h > \theta\) such that \(Ah \in P_h\) and \(Bh \in P_h\). Also, there exists \(\delta_0 > 0\) such that
Suppose that $Ax \geq \delta_0 Bx$ for all $x \in P$. Then the operator equation $Ax + Bx = x$ has a unique solution $x^*$ in $P_k$. Moreover, the sequence $y_n = Ay_{n-1} + By_{n-1}$ ($n \geq 1$) with initial value $y_0 \in P_k$ converges to $x^*$.

Note that last result holds whenever $B$ is a null operator. In this paper, we use the Banach space $X = C([0, 1])$ with the partial order $x \leq y$ if and only if $x(t) \leq y(t)$ for all $t \in [0, 1]$ and $x, y \in C([0, 1])$. It has been proved ($C([0, 1]), \leq$) has this property that $x_n \leq x$ for all $n$ whenever {$x_n$} is an increasing sequence in $C([0, 1])$ with $x_n \to x$ ([11]). Moreover, $\max \{x, y\} \in C([0, 1])$ for all $x, y \in C([0, 1])$, that is, for each $x, y \in C([0, 1])$ there exists $z \in C([0, 1])$ which is comparable to $x$ and $y$. We consider the normal cone $P = \{x \in C([0, 1]) : x(t) \geq 0 \text{ for all } t \in [0, 1] \}$ with normal constant 1.

2. Main Results

Now, we are ready to state and prove our main result.

**Theorem 2.1.** Suppose that $f, g : (0, 1] \times \mathbb{R}^{N+2} \to [0, \infty)$ are continuous mappings with $f(t, \ldots, 0, \ldots) \to +\infty$ as $t \to 0^+$, $0 < \sigma < 1$, the maps $t^\sigma f(t, x_1, x_2, \ldots, x_N)$ and $t^\sigma g(t, x_1, x_2, \ldots, x_N)$ are continuous on $[0, 1] \times \mathbb{R}^{N+2}$, $t^\sigma f(t, \ldots, 0, \ldots)$, $t^\sigma g(t, \ldots, 0, \ldots)$ and $h(t, \ldots, 0, \ldots)$ are increasing with respect to their components on $[0, \infty)$ for each fixed $t$ and $s$ in $[0, 1]$ and also $t^\sigma g(t, 0, 0, \ldots) \neq 0$. Also, assume that

$$t^\sigma g(t, x_1, x_2, \ldots, x_N) \geq \lambda t^\sigma g(t, x_1, x_2, \ldots, x_N)$$

and there exists a constant $\gamma \in [0, 1)$ such that $t^\sigma f(t, x_1, x_2, \ldots, x_N) \geq \lambda t^\sigma f(t, x_1, x_2, \ldots, x_N)$ for all $t, s \in [0, 1]$, $\lambda \in (0, 1)$ and $x_1, y_1 \in [0, \infty)$ ($1 \leq i \leq N + 2, 1 \leq j \leq L + 1$). If there exists $\delta_0 > 0$ such that $t^\sigma f(t, x_1, x_2, \ldots, x_N) \geq \delta_0 t^\sigma g(t, x_1, x_2, \ldots, x_N)$ for all $t \in [0, 1]$ and $x_i \in [0, \infty)$ ($1 \leq i \leq N + 2$), then the problem (1.2) has a unique solution $u^* \in P_k$, where $k(t) = t^{\alpha - \mu - 1}$ for all $t \in [0, 1]$. Moreover, the sequence

$$u_{n+1}(t) = \int_0^1 G(t, s) \left[ f(s, u_n(s)) + g(s, u_n(s)) \right] ds + \frac{t^\alpha - \mu - 1}{(\alpha - \mu - 1)(\alpha - \mu - 2)(\alpha - \mu - 3)(1 - \sum_{j=1}^{m-2} a_j)\xi_j^{\alpha - \mu - 4}}$$

converges to $u^*$ for each initial value $u_0 \in P_k$.

**Proof.** Define the operators $A, B : P \to X$ by

$$Au(t) = \int_0^1 G(t, s) \left[ f(s, u(s)) + \frac{t^\alpha - \mu - 1}{(\alpha - \mu - 1)(\alpha - \mu - 2)(\alpha - \mu - 3)(1 - \sum_{j=1}^{m-2} a_j)\xi_j^{\alpha - \mu - 4}} \right] ds$$

and

$$Bu(t) = \int_0^1 G(t, s) \left[ f(s, u(s)) + \frac{t^\alpha - \mu - 1}{(\alpha - \mu - 1)(\alpha - \mu - 2)(\alpha - \mu - 3)(1 - \sum_{j=1}^{m-2} a_j)\xi_j^{\alpha - \mu - 4}} \right] ds$$

for all $t \in [0, 1]$. It is easy to check that $u$ is a solution for the problem (1.2) if and only if $u = Au + Bu$. From the assumptions and Theorem 1.1, we know that the operators $A$ and
$B$ maps $P$ into $P$. We show that $A$ and $B$ are increasing operators. Let $u \geq v$. Then, we have

$$Au(t) = \int_0^1 \left[ G(t, s) \right. + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} H(\xi_j, s) \left. \right] \times \tilde{f}(s, u(s))ds$$

$$= \int_0^1 \left[ G(t, s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} H(\xi_j, s) \right] \times s^{-\sigma} s^s \tilde{f}(s, u(s))ds$$

$$\geq \int_0^1 \left[ G(t, s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} H(\xi_j, s) \right] \times s^{-\sigma} s^s \tilde{f}(s, v(s))ds$$

$$= \int_0^1 \left[ G(t, s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} H(\xi_j, s) \right] \times \tilde{f}(s, v(s))ds = Av(t)$$

for all $t \in [0, 1]$. Hence, $Au \geq Av$. Similarly, we can show that $Bu \geq Bv$. Now, we show that $A$ is a $\gamma$-concave and $B$ is a sub-homogeneous operator. Let $\lambda \in (0, 1)$ and $u \in P$. Then,

$$A(\lambda u)(t) = \int_0^1 \left[ G(t, s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} H(\xi_j, s) \times \tilde{f}(s, \lambda u(s))ds$$

$$= \int_0^1 \left[ G(t, s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \right. \times H(\xi_j, s) \left. \right] \times s^{-\sigma} s^s \tilde{f}(s, \lambda u(s))ds$$

$$\geq \lambda^\gamma \left( \int_0^1 \left[ G(t, s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times H(\xi_j, s) \right. \left. \right] \times s^{-\sigma} s^s \tilde{f}(s, v(s))ds \right)$$

$$= \lambda^\gamma \left( \int_0^1 \left[ G(t, s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times H(\xi_j, s) \right. \left. \right] \times \tilde{f}(s, v(s))ds \right) = \lambda^\gamma Au(t)$$

for all $t \in [0, 1]$. Hence, $A(\lambda u) \geq \lambda^\gamma Au$ for all $\lambda \in (0, 1)$ and $u \in P$ and so the $A$ is a $\gamma$-concave operator. By using similar calculations, we can show that the operator $B$ is sub-homogeneous. Now, we show that $Ak, Bk \in P_k$. Note that,

$$Ak(t) = \int_0^1 \left[ G(t, s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha - \mu_N - 1)(\alpha - \mu_N - 2)(\alpha - \mu_N - 3)(1 - \sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \right. \times \tilde{f}(s, u(s))ds$$

for all $t \in [0, 1]$. Hence, $A(\lambda u) \geq \lambda^\gamma Au$ for all $\lambda \in (0, 1)$ and $u \in P$ and so the $A$ is a $\gamma$-concave operator. By using similar calculations, we can show that the operator $B$ is sub-homogeneous. Now, we show that $Ak, Bk \in P_k$. Note that,
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\[ Au(t) = \int_0^1 \left[ G(t,s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha-\mu_N-1)(\alpha-\mu_N-2)(\alpha-\mu_N-3)(1-\sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times H(\xi_j, s) \times \tilde{f}(s, k(s))ds \right] ds \]

\[ = \int_0^1 \left[ G(t,s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha-\mu_N-1)(\alpha-\mu_N-2)(\alpha-\mu_N-3)(1-\sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times H(\xi_j, s) \times \tilde{f}(s, k(s))ds \right] ds \]

\[ Ak(t) = \int_0^1 \left[ G(t,s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha-\mu_N-1)(\alpha-\mu_N-2)(\alpha-\mu_N-3)(1-\sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times H(\xi_j, s) \times \tilde{f}(s, k(s))ds \right] ds \]

\[ = \int_0^1 \left[ G(t,s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha-\mu_N-1)(\alpha-\mu_N-2)(\alpha-\mu_N-3)(1-\sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times H(\xi_j, s) \times \tilde{f}(s, k(s))ds \right] ds \]

for all \( t \in [0,1] \). By using the assumptions, we get

\[ s^\sigma \tilde{f}(s,1) \geq s^\sigma \tilde{f}(s,0) \geq s^\sigma f(s,0,0,\ldots,0) \geq \delta_0 s^\sigma g(s,0,0,\ldots,0) \geq 0. \]

Since \( s^\sigma g(s,0,0,\ldots,0) \neq 0 \),

\[ \int_0^1 s^\sigma \tilde{f}(s,1)ds \geq \int_0^1 s^\sigma \tilde{f}(s,0)ds \geq \delta_0 \int_0^1 s^\sigma g(s,0,0,\ldots,0)ds > 0 \]

and so \( l_1 > 0 \) and \( l_2 > 0 \). Thus, \( l_1 k(t) \leq Ak(t) \leq l_2 k(t) \) for all \( t \in [0,1] \) and so \( Ak \in P_k \).

Similarly, we can show that \( Bk \in P_k \). Now, let \( u \in P \). Then, we have

\[ Au(t) = \int_0^1 \left[ G(t,s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha-\mu_N-1)(\alpha-\mu_N-2)(\alpha-\mu_N-3)(1-\sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times H(\xi_j, s) \times \tilde{f}(s, u(s))ds \right] ds \]

\[ = \int_0^1 \left[ G(t,s) + \frac{t^{\alpha-\mu_N-1} \sum_{j=1}^{m-2} a_j}{(\alpha-\mu_N-1)(\alpha-\mu_N-2)(\alpha-\mu_N-3)(1-\sum_{j=1}^{m-2} a_j \xi_j^{\alpha-\mu_N-4})} \times H(\xi_j, s) \times \tilde{f}(s, u(s))ds \right] ds \]
Suppose that \( \psi \) such that \( u \) and there exist \( 0 \leq f < 1 \) for \( \psi \). Then, for \( \Gamma(\cdot) \), we have the unique positive solution \( u \) on \([0, 1]\) such that \( f(s, u(s))ds \) is continuous, \( \lim_{n \to \infty} f(t, u_n, u_{n+1}) \geq 0 \) for \( n \geq 1 \) with initial value \( u_0 \in P_k \) converges to \( u^* \). This implies that the problem (1.2) has the unique positive solution \( u^* \in P_k \). Thus, \( I^\alpha u^* \) is a unique positive solution for the problem (1.1). \( \square \)

Here, we list another similar result by using different conditions and Theorem 1.2 which we omit its proof.

**Theorem 2.2.** Suppose that \( g = 0, \beta_0 = 0, 0 < \sigma < 1, f : [0, 1] \times \mathbb{R}^{N+2} \to [0, \infty) \) is continuous, \( \lim_{x \to 0^+} f(t, y_1, y_2, \ldots, y_{N+2}) = +\infty \) and the map \( t \mapsto f(t, y_1, y_2, \ldots, y_{N+2}) \) is continuous on \([0, 1] \times \mathbb{R}^{N+2} \). Assume there exist positive constants \( \theta_l, \ldots, \theta_L \) such that

\[
0 \leq b(t, s, x_0, x_1, \ldots, x_L) - b(t, s, y_0, y_1, \ldots, y_L) \leq \sum_{j=0}^{L} \theta_j (x_j - y_j)
\]

for all \( t, s \in [0, 1] \) and \( x_j, y_j \in [0, \infty) \) with \( x_j \geq y_j \) \((0 \leq j \leq L)\). Then the problem (1.1) has a unique positive solution if there exist \( p_1, \ldots, p_{N+2} > 0 \) such that \( K \left( \sum_{i=1}^{N+2} p_i \right) \leq 1 \) and there exist \( 0 < \theta_2 \leq \left( \theta_0 \sum_{j=0}^{L} \theta_j \frac{1}{\Gamma(\mu_N - \beta_l + 1)} \right)^{-1} \), \( 0 < \theta_1 \leq \Gamma(\mu_N + 1), 0 < \theta_{i+2} \leq \Gamma(\mu_N - \mu_i + 1) \) for \( 1 \leq i \leq N - 1 \) and \( 0 < \theta_{N+2} \leq 1 \) such that \( 0 \leq t^\sigma \left( f(t, u_1, u_2, \ldots, u_{N+2}) - f(t, v_1, v_2, \ldots, v_{N+2}) \right) \leq \sum_{i=1}^{N+2} p_i \phi(\theta_i(u_i - v_i)) \) for all \( t \in [0, 1] \) and \( u_i, v_i \in [0, \infty) \) with \( u_i \geq v_i \) \((1 \leq i \leq N + 2)\), where \( \phi : [0, \infty) \to [0, \infty) \) is a nondecreasing continuous map such that \( \psi : [0, \infty) \to [0, \infty) \) is nondecreasing, \( \psi(0) = 0 \) and \( \psi \) is positive on \((0, \infty)\). Here, \( \psi(t) = t - \phi(t) \).

Now, we give the following example to illustrate our main result.

**Example 2.1.** Consider the singular boundary value problem

\[
D^\alpha u(t) = \frac{1}{\sqrt{t}} \left[ |u(t)|^{\frac{1}{2}} + q(t) \left( \frac{|\varphi u(t) + u(t)|}{1 + |\varphi u(t) + u(t)|} \right)^{\frac{1}{2}} + s(t) \right] + a(t) + \frac{\pi}{2} + b
\]
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with boundary conditions $D^{\frac{3}{2}} u(0) = D^\frac{3}{2} u(0) = D^\frac{3}{2} u(0) = D^\frac{3}{2} u(0) = D^\frac{3}{2} u(0) = D^\frac{3}{2} u(0) = 0$ and $D^\frac{3}{2} u(1) = \frac{1}{2} D^\frac{5}{2} u(\frac{1}{2}) + \frac{1}{2} D^\frac{5}{2} u(\frac{1}{2}) + \frac{1}{2} D^\frac{5}{2} u(\frac{1}{2}) + \frac{1}{2} D^\frac{5}{2} u(\frac{1}{2})$, where $b > 0$ is a constant, $a, p, q, r, s : [0, 1] \to [0, \infty)$ are continuous, $(\varphi u)(t) = \int_0^t (t-s)^5 \left[ \frac{e^{-t} \sin^2 s}{1 + t^2} + \frac{1}{1 + s^2} \right] (\ln(1+|u(s)|) + |u(s)|^{\alpha_1} D^{\frac{3}{2}} u(s)^{\alpha_2} |D^{\frac{3}{2}} u(s)|^{\alpha_3} + (b_1 |u(s)|^{p} + b_2 D\frac{3}{2} u(s)^{p} + b_3 |D\frac{3}{2} u(s)|^{p} + b_4 |D^{\frac{3}{2}} u(s)|^{p}) \right] ds, \alpha_i$.

$b_i \geq 0$ $1 \leq i \leq 4$, $\sum_{i=1}^{4} \alpha_i \leq 1$, $p > 0$, $\alpha = \frac{36}{7}$, $N = 3$, $\mu_1 = \frac{1}{7}$, $\mu_2 = \frac{10}{7}$, $\mu_3 = \frac{31}{7}$, $L = 3$, $\beta_1 = \frac{1}{7}$, $\beta_2 = \frac{4}{7}$, $\beta_3 = \frac{31}{7}$, $a_1 = \frac{1}{7}$, $a_2 = \frac{7}{7}$, $a_3 = \frac{2}{7}$, $a_4 = \frac{31}{7}$, $a_5 = \frac{4}{7}$, $\xi_1 = \frac{1}{7}$, $\xi_2 = \frac{1}{7}$, $\xi_3 = \frac{2}{7}$, $\xi_4 = \frac{5}{7}$, $\xi_5 = \frac{2}{7}$. Put $f(t, x_1, x_2, x_3, x_4, x_5) = \frac{1}{\sqrt{1 + t^2}} \left[ |x_1|^{\frac{1}{4}} + p(t) \left( \frac{|x_1| + |x_2| + |x_3| + |x_4| + |x_5|}{5} + a(t) + \frac{1}{2} + c \right) \right]$

$$g(t, x_1, x_2, x_3, x_4, x_5) = \frac{1}{\sqrt{1 + t^2}} \left[ \arctan(|x_1 + x_3|) + r(t) |x_2| + s(t) \right]$$

$$+ s(t) \left[ \frac{|x_3 + x_4|}{1 + |x_3 + x_4|} + \ln \left( 1 + |x_4|^3 + |x_5|^3 \right) + b - c \right]$$

and $h(t, s, y_1, y_2, y_3, y_4) = \frac{-e^{-t} \sin^2 s}{1 + t^2} + \frac{1}{1 + s^2} \left( \ln(1 + |y_1|) + |y_1|^\alpha_1 |y_2|^\alpha_2 |y_3|^\alpha_3 |y_4|^\alpha_4 + (b_1 |y_1|^p + b_2 |y_2|^p + b_3 |y_3|^p + b_4 |y_4|^p) \right)$ for all $x_i, y_i \in \mathbb{R}$ $1 \leq i \leq 5, 1 \leq j \leq 4$ and $t, s \in [0, 1]$. Let $\sigma = \frac{1}{2}$, $\gamma = \frac{1}{2}$, $r_{\max} = \max \{ r(t) : t \in [0, 1] \}$, $s_{\max} = \max \{ s(t) : t \in [0, 1] \}$ and $0 < c \leq \frac{b}{2}$. It is easy to check that the maps $t^\sigma f(t, \ldots, \ldots)$, $t^\sigma g(t, \ldots, \ldots)$ and $h(t, s, \ldots, \ldots)$ are increasing with respect to their components on $[0, \infty)$ for all $t, s \in [0, 1]$ and $t^\sigma g(t, 0, 0, \ldots, 0) = b - c > 0$. Also, we have

$$t^\sigma g(t, \lambda x_1, \lambda x_2, \lambda x_3, \lambda x_4, \lambda x_5) = \lambda g(t, x_1, x_2, x_3, x_4) = \left( \lambda x_1 + x_3 \right) + r(t) \frac{\lambda x_2}{1 + \lambda x_2} + s(t) \frac{\lambda x_2}{1 + \lambda x_2}$$

$$+ \ln \left( 1 + \left( \lambda x_1 + x_3 \right) \right) + b - c$$

$\geq \lambda \left( \arctan(x_1 + x_3) + r(t) \frac{x_2}{1 + x_2} + s(t) \frac{x_3 + x_4}{1 + x_3 + x_4} + \ln \left( 1 + \left( x_4 + x_5 \right) \right) + b - c \right)$

$$= \lambda t^\sigma g(t, x_1, x_2, x_3, x_4, x_5),$$

$$t^\sigma f(t, \lambda x_1, \lambda x_2, \lambda x_3, \lambda x_4, \lambda x_5) = \lambda^\frac{1}{4} p(t) \left( \frac{\lambda(x_2 + x_1)}{1 + \lambda(x_2 + x_1)} \right) + q(t) \left( \arctan(\lambda x_3) \right)$$

$$+ \left( \lambda^\frac{1}{4} x_3 + \lambda x_5 \right) \frac{\lambda^\frac{1}{4} a(t) + \frac{1}{2} + c \right]$$

$$= \lambda^\sigma t^\sigma f(t, x_1, x_2, x_3, x_4, x_5)$$

and

$$h(t, s, \lambda y_1, \lambda y_2, \lambda y_3, \lambda y_4) = \frac{-e^{-t} \sin^2 s}{1 + t^2} + \frac{1}{1 + s^2} \left( \ln(1 + \lambda y_1) \right)$$

$$+ \lambda \left( \sum_{i=1}^{4} \alpha_i \right) \frac{\lambda y_1 \alpha_1 y_2 \alpha_2 y_3 \alpha_3 y_4 \alpha_4 + \lambda(b_1 y_1^p + b_2 y_2^p + b_3 y_3^p + b_4 y_4^p) \right) \geq \lambda \left( \frac{-e^{-t} \sin^2 s}{1 + t^2} + \frac{1}{1 + s^2} \left( \ln(1 + y_1) + y_1 \alpha_1 y_2 \alpha_2 y_3 \alpha_3 y_4 \alpha_4 + (b_1 y_1^p + b_2 y_2^p + b_3 y_3^p + b_4 y_4^p) \right) \right) \geq \lambda \left( \frac{-e^{-t} \sin^2 s}{1 + t^2}$$
\[ \lambda h(t, s, y_1, y_2, y_3, y_4) = \lambda h(t, s, y_1, y_2, y_3, y_4) \text{ for all } t, s \in [0, 1), \lambda \in (0, 1) \text{ and } x_i, y_j \in [0, \infty) \text{ (1 \leq i \leq 5, 1 \leq j \leq 4).} \]

If \( \delta_0 \) belongs to \((0, \frac{r_{\max} + s_{\max} + b - c}{c}, 0)\), then we get

\[ t^\alpha f(t, x_1, x_2, x_3, x_4, x_5) = x_1^\delta + p(t) \left( \frac{x_3 + x_4}{1 + x_2 + x_1} \right)^{\frac{1}{2}} \]

\[ + q(t) \left( \arctan(x_3) \right)^{\frac{1}{2}} + \left( x_3 + x_5 \right)^{\frac{3}{2}} + a(t) + \frac{c}{2} + c \geq \frac{\pi}{2} + (x_3 + x_5)^{\frac{3}{2}} + c \]

\[ \geq \arctan(x_1 + x_3) + \ln(1 + (x_3 + x_5)^{\frac{3}{2}}) + \frac{c}{r_{\max} + s_{\max} + b - c} \times (r_{\max} + s_{\max} + b - c) \]

\[ \geq \delta_0 \left( \arctan(x_1 + x_3) + r(t) \frac{x_3 + x_4}{1 + x_2 + x_1} + s(t) \frac{x_3 + x_4}{1 + x_3 + x_4} + \ln \left( 1 + (x_3 + x_5)^{\frac{3}{2}} \right) + b - c \right) \]

\[ = \delta_0 t^\alpha g(t, x_1, x_2, x_3, x_4, x_5). \]

Now by using Theorem 2.1, we get the problem (2.1) has a unique positive solution.
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