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FAST IMAGE INPAINTING ALGORITHM BASED ON 

PRINCIPAL COMPONENT ANALYSIS 

Guanjun XU1 

In this paper, an improved fast algorithm based on Principal Component 

Analysis (PCA) is proposed to reduce the computational complexity and avoid 

wrong structure diffusion of the exemplar-based inpainting algorithms. The 

proposed algorithm replaces the global sample patch with a neighboring sample 

patch from a local window to reduce algorithm complexity. The PCA dimension 

reduction technology is used to select the sample patch corresponding to the 

centralized region updated to the original image among multiple well-matched 

neighboring sample patches, so as to avoid the diffusion of the wrong structure as 

much as possible. The proposed algorithm determines the local window parameters 

through the simulation experiments. The results show that in the single image 

restoration, the improved algorithm is superior to the original algorithm in terms of 

image effect and computational efficiency. 

Keywords: image inpainting, exemplar-based inpainting, principal component 

analysis, local window, neighboring sample patch 

1. Introduction 

Image inpainting [1-3] aims to reconstruct a damaged image by using the 

rest of the image information according to certain rules so that the restored image 

is visually plausible for an observer. The image inpainting technology has been 

widely used in photo restoration, special film effects, cultural relics protection, 

and many other fields. Namely, it has always been a hot topic in the field of 

computer image processing. 

The exemplar-based image inpainting algorithm [2] is one of the most-

studied image restoration algorithms. This algorithm considers the texture and 

structural information simultaneously and can achieve a relatively good 

restoration effect in complex damaged regions. However, this algorithm can easily 

produce mismatches, which can lead to the diffusion of the wrong image 

structure, causing local image discordance, and using the global sample patch 

matching increases the computation burden. 

In view of the shortcomings of the exemplar-based algorithm, this paper 

proposes an improved fast algorithm based on the Principal Component Analysis 
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(PCA). The proposed algorithm takes account of the continuity of the natural 

image's local structure and high correlation of pixel information [4,5] and applies 

exemplar-based inpainting to an appropriate local window. In the matching 

process, the PCA method is used for dimension reduction of k best-matching 

patches of the pending pixels, and a high degree of concentration patch is used to 

fill the missing region in the original image, so as to avoid a mismatch caused by 

the error structure generation and diffusion. Due to the locality of neighboring 

sample patches, the fusion degree of the restored image is higher. 

2. Exemplar-based image inpainting algorithm 

The exemplar-based image inpainting algorithm uses the edge information 

of the area to be repaired so that the pixel information along the direction of the 

isophote can spread to the area to be repaired. This algorithm can retain the image 

structure and restore the image quickly by using a sample patch in the known 

area. 

2.1. Algorithm description 

The steps of the exemplar-based image inpainting algorithm are as 

follows: 

(1) Calculate the priority of a patch to be repaired.  

In Fig. 1,   denotes a known image region,   denotes a region to be 

filled, and  represents the contour of region  . In order to repair patch p  on 

the boundary of region  , whose center is at pointp , the priority function is 

defined as follows: 
)()()( ppp DCP =                                                   (1) 

The priority function )(pP  defines the order of image filling, which 

comprehensively reflects the confidence level and structural strength of a patch to 

be repaired. The confidence ( )C p indicates the information reliability at point p , 

while )(pD  reflects the strength of the image structure, and they are defined as: 
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In (2), || p  represents the patch area to be repaired. Initially, if q , then

1)( =qC , and if q , then 0)( =qC ;
⊥ pI denotes the isophote at p , which is the 

vertical direction of the gradient of pixel p , pn represents the normal vector of 

 at p , and the normalization factor is 255= . 
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 . 
Fig. 1. Patch to be repaired 

The algorithm first computes )(pP  for all points on   and then 

determines a patch p  that contains more known pixel information and has a 

distinct image structure. 

(2) Search for the best-matching sample patch and fill 

Find a sample patch q in the known area  , which is most similar to p

, and which satisfies the following relation: )),(min(arg qpq = d , where 

),( qp d  represents the similarity between patches p  and q . Generally, the 

sum of squared differences (SSD) of the pixels value of  q and  p is 

calculated, and the best-matching sample patch q is copied to the patch p . 

(3) Update the confidence function 

Update the confidence of the newly filled pixel in patch p , and set the 

confidence value of the new filled pixels to )(pC . 

2.2. Algorithm analysis 

The Step (2) of the exemplar-based image inpainting algorithm requires to 

search for the best-matching sample patch in the known area of the whole image 

for each patch to be repaired. Assume the image size is M N  and the size of the 

sample patch is 9 9 . For these sizes, the computation complexity of one-time 

matching [2] is approximately 81MN , and the computation complexity of the 

improved algorithm [6] is MN , where 81 . Thus, the computation 

complexity of these algorithms is related to the image size. 

The sample patch selection diagram is shown in Fig. 2. In Fig. 2, the most 

left element in the first row represents the patch to be repaired, where the missing 

part is marked in grey color, and the remaining elements denote the sample 

patches for matching. The original algorithm[2] will choose the middle element in 

the first row as the best-matching patch and restore the patch to be repaired 
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according to it. The SSD matching degree of the other sample patches is also high, 

but if any of them is selected to be used in the patch repairing process, the final 

result will be a circle. 

The improved algorithm mainly aims to reduce the computational 

complexity and select a proper sample patch. 

 
Fig. 2. Sample patch selection diagram 

3. Fast image inpainting algorithm based on PCA 

The neighboring sample patch [7] represents a sample patch in a local 

window. The improved algorithm replaces the global sample patch [2] with the 

neighboring sample patch, thus reducing algorithm complexity. Then, the PCA is 

used to reduce the pixel information to be filled and select a sample patch 

corresponding to the higher concentration area, so as to avoid the mismatching of 

sample patches. 

3.1. Local window selection 

A patch p on  to be repaired is chosen using the priority function 

)(pP . Then, a local window pW  with a size of nm  is selected such that to 

satisfy pp W ; also, pW should contain as much known image information as 

possible [8]. The local window pW  is expressed as follows: 

 =


ippip qp q
WW CW )(max                                    (3) 

The improved algorithm applies a simplified local window selection 

method, and its average complexity is similar to that in equation (3). The 

simplified method classifies the local windows into three types: open type, 

enclosed type, and corner type. 

Open type: A patch to be repaired is located on the middle side of the local 

window, as shown in Fig. 3(a), so one or two vertices of the repaired patch are 

located in area . There are four sub-types of the open type windows: up (U

type), down ( D type), left ( L type), and right ( R type). Open type selection for a 



Fast image inpainting algorithm based on principal component analysis                111 

two vertex in a patch is obvious. If only one vertex of the patch to be repaired is 

located in area  , such as the up-left vertex, there are two options, U  type and L  

type. The selection criterion of the method is to calculate the total confidence of 

the pixels in two windows by (4), and select the window type with greater total 

confidence. 

 
=

pqp q
W

CWC )()(                                     (4) 

Enclosed type ( E type): Patch p  is located in the center of the local 

window, as shown in Fig. 3(b), and the four vertices of patch p  are in  . 

Corner type: Patch p  is located in the corner of the local window, as 

shown in Fig. 3(c), and three vertices of patchp  are located in area . The 

corner type has four sub-types: up-left (UL  type), up-right (UR type), down-left (

DL type) and down-right ( DR type).  

 

 
(a) D Open type        (b) Enclosed type        (c) DR Corner type 

Fig. 3. Local window types 

 

Before the local window selection, first the four vertices of patch p  

located in area   are determined. The four vertices are recorded as: the up-left 

vertex (UL ), the up-right vertex (UR ), the down-left vertex ( DL ), and the down-

right vertex ( DR). According to the distribution of the four vertices, the type of 

local window is determined. If only one vertex is located in area  , the total 

confidence values of the two open window types are obtained by formula (4) and 

compared. The total confidences of U type, D type, L type, and R type are 

denoted as ( )C U , ( )C D , ( )C L  and ( )C R , respectively. The specific window 

selection process is shown in Fig. 4. 
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Fig. 4. Local window selection 

3.2. PCA-based sample patch matching 

In image feature extraction, the dimension of the local image block data is 

reduced by the PCA, and the isolated points in the low-dimensional space usually 

correspond to the image features [9,10]. In the proposed algorithm, the best-

matching neighboring sample patch is determined by calculating the SSD. Then 

the sample patch information is mapped to the low-dimensional space points 

using the PCA; the sample patches that correspond to relatively concentrated 

points are most likely to be the best-matching patch, while relatively isolated 

points are likely to be the mismatched patches, as shown in Fig. 5. 

Compared to the sample patch matching based on the smallest SSD, the 

PCA matching neighboring sample patch has three advantages: (1) using the local 

similarity of an image, the maximum probability of restoring the real image is 

achieved [11]; (2) the diffusion of a wrong structure can be effectively avoided; 

(3) it is avoided to make the image structure blurred due to the average pixel value 

obtained by the weighted algorithm [3,12,13]. The PCA-based sample patch 

matching algorithm is as follows. 

Step 1: Select k best-matching patches, and let the pixel value of the best-

matching patches to be filled in a matrix ],,[ k21 xxxX = . 

Step 2: Calculate 
1

1 k

ik =

=  i
x x , ],,[ˆ xxxxxxX k21 −−−=  , and its covariance 

matrix is given by: 

XXA ˆˆ1
2

T

k
=                                                  (5) 
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Step 3: Obtain the eigenvalue decomposition of matrix A ; sort the 

eigenvalues from large to small, and take the former eigenvectors 

],,[ d21 uuuU =
. 

Step 4: Calculate XUY
T=  to obtain the points after dimensional 

reduction. 

Step 5: Update the original image with the sample patch corresponding to 

)(Ymedian . 

 
Fig. 5. The PCA-based sample patch matching 

3.3. Improved algorithm working principle 

The improved algorithm consists of the PCA-based neighboring sample 

patch matching (Algorithm 1) and the algorithm for the final search and repair of 

the prioritized patch. In Algorithm 1, instead of the global sample patch matching 

[2] the neighboring sample patch matching is performed based on the PCA. The 

specific algorithms are as follows: 

Algorithm 1 (PCA-based neighborhood sample patch matching): 

Step 1: Determine the type and position of a local window according to the 

structure of the patch to be repaired p . 

Step 2: Search the neighboring sample patches ( ˆ W  pp ) in a local 

window pW ; get the minimum ˆ( , )d  pp of the neighboring sample patches, and 

record them as . 

Step 3: PCA }{}{ ˆ iti
→p , let { }m it median t= , and the corresponding 

neighboring sample patch is 
mp̂ . 

Step 4: Fill in  p  with the pixel value of neighboring sample patch 

mp̂ . 

After patch p  is repaired, the confidence values of the new filling pixels 

are updated to )(pC . The overall algorithm is as follows: 

Algorithm 2 (Fast image inpainting based on the PCA): 

Step 1: Identify the fill front  , if = , exit. 

)1,2(i},{ ˆ k
i

=p
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Step 2: Compute priorities )(pP , p . 

Step 3: Find the repair patch p , where )(maxarg pp Pp = . 

Step 4: Apply Algorithm 1 to repair patch p . 

Step 5: Update )(pC ,   pp . 

Step 6: Update known image area  = p , −= I . 

4. Experimental results and analysis 

The grayscale images from the standard test image library [14] were used 

in the experiments; the size of all the images was 512 512 . The Peak Signal to 

Noise Ratio (PSNR) and Structural Similarity (SSIM) were used as evaluation 

indices of image restoration quality. The greater their values were, the better the 

image restoration effect was achieved. 

4.1. Experimental results 

The simulation experiments included searching for neighboring sample 

patches in the local window, sample patch matching, applying the SSD (i.e., 

finding the minimum SSD among the neighboring sample patches in the local 

window) and PCA (Algorithm 2) methods, and comparison of the obtained results 

with the restoration results in [6]. The PSNR and SSIM values obtained in the 

experiments are shown in Table 1. 

Table 1 

Grayscale images restoration comparison 

Image 

Sample 

patch 

radius R  

Local 

window 

radius WR  

Proposed method 
Reference [6] 

SSD PCA 

PSNR SSIM PSNR SSIM PSNR SSIM 

Lena  

4 

 

20 40.15 0.9759 41.51 0.9763 
37.76 0.9762 

24 40.28 0.9764 41.41 0.9769 

Bara 
20 38.66 0.9869 39.92 0.9871 

37.68 0.9866 
24 39.21 0.9872 40.19  0.9876 

The neighboring sample patch represents a subset of the global sample 

patch, but according to the values presented in Table, the overall image restoration 

effect achieved by neighboring patch matching was better than that of the global 

patch matching [2,6]. The PSNR and SSIM values in Table 1 show that the PCA 

performed better than the SSD; thus, the proposed method effectively avoided 

mismatching. 

The image restoration results of the Lena image are shown in Fig. 6, where 

it can be seen that by using the proposed method, good continuity brim lines in the 
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shoulder area without an obvious sense of hierarchy are achieved, and the hair 

region has no obvious repairing marks; thus, the achieved image restoration effect 

is excellent. 

   

(a) image to be repaired                (b) reference[6]                    (c)proposed method 

 

    
(d)enlarged view of the results of reference[6]         (e) enlarged view of the results of the proposed method 

 

Fig. 6. The image restoration results of the Lena image 

The image restoration results of the Barb image are presented in Fig. 7, 

where it can be seen that when the proposed method is used, in the arm and wrist 

areas, there are no obvious mismatch and wrong structure; the repaired image 

looks relatively natural. 
 

   

(a) image to be repaired                    (b) reference[6]                   (c) proposed method 
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      (d) enlarged view of the results of reference[6]      (e) enlarged view of the results of the proposed method 

 

Fig. 7. The image restoration results of the Barb image 

The proposed algorithm successfully restored the Bungee image, as shown 

in Fig. 8. As displayed in Fig. 8(e), the roof lines are coherent, there is no 

fragmentation, and the local fusion degree is high. However, in the center of the 

repaired area, the results of all the algorithms have obvious segmentation lines. 

 

           

(a) image to be repaired     (b) reference[6]       (c) proposed method 

                                
(d) enlarged view of the results of reference[6]    (e) enlarged view of the results of the proposed method 

 

Fig. 8. The image restoration results of the Bungee image 

More grayscale images restoration results are shown in Table 2 and Fig. 9.  

Table 2 

More grayscale image restoration results 

Image 
Proposed method Reference[6] 

PSNR SSIM PSNR SSIM 

peppers 41.0336 0.9675 37.8102 0.9665 

cameraman 37.1573 0.9703 35.7910 0.9705 

house 46.2056 0.9769 42.5529 0.9778 

jetplane 34.3152 0.9721 32.6661 0.9707 
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(a) image to be repaired                    (b) reference[6]                                 (c) proposed method 

Fig. 9. More grayscale images restoration results 
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The proposed algorithm was further tested on the color images. Test 

images were selected from the Kodak database (Kodak24), and the method 

presented in [6], was used for comparison. The PSNR and SSIM values of both 

the methods are shown in Table 3, and the restoration results are shown in Fig. 10.  

Table 3 

Color image restoration results 

Image 
Proposed method Reference [6] 

PSNR SSIM PSNR SSIM 

1-a 43.2919 0.9786 42.5876 0.9780 

2-a 44.1169 0.9828 43.4132 0.9839 

3-a 39.1037 0.9799 38.7532 0.9807 

4-a 40.9043 0.9852 36.9539 0.9850 

5-a 39.3524 0.9873 37.6477 0.9873 

6-a 37.4780 0.9857 37.0536 0.9857 
 

   

(1-a)image to be repaired                    (1-b) reference[6]                          (1-c) proposed method 

   

(2-a) image to be repaired                   (2-b) reference[6]                            (2-c) proposed method 

   

(3-a) image to be repaired                    (3-b) reference[6]                           (3-c) proposed method 
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(4-a) image to be repaired                   (4-b) reference[6]                           (4-c) proposed method 

   

(5-a) image to be repaired                     (5-b) reference[6]                         (5-c) proposed method 

   
(6-a) image to be repaired                    (6-b) reference[6]                        (6-c) proposed method 

Fig. 10. The restoration results comparison of color images from Kodak24 database 

In conclusion, the PSNR value of the proposed algorithm was significantly 

better than that of the original algorithm. The proposed algorithm achieved good 

continuity in image structure and texture, there was no obvious wrong structure 
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diffusion, and the restored images were more natural and harmonious in a visual 

sense compared to the ones restored by the original algorithm. 

4.2. Complexity analysis 

4.2.1. Complexity analysis of exemplar-based algorithm 

Assume the image size is M N , and the number of pixels to be repaired 

is K . If the repair area is rectangular, set the radius of a sample patch to R , so 

the size of the sample patch is )12()12( ++  RR , and the average number of 

pixels for each repairing is at least 22)2(
4

1
 = RR ; then, the complexity of the 

algorithm is given by: 

22
))((







−−
R

KMN
RNRM

R

K
                                    (6) 

4.2.2. Complexity analysis of PCA-based algorithm 

Assume the local window size is nm ; then, the complexity of each repair 

is ( )( )m R n R  − − , where   represents a positive number, and the number of 

repairs is about
2

R

K
; further, the overall complexity of the algorithm is given by: 

2 2
( )( )

K Kmn
m R n R

R R


  

 

− −                                      (7) 

According to (6) and (7), the complexity of the proposed algorithm is 

related to the local window size nm  (or WR ), but there is no direct relation to 

the image size. Compared to the algorithms presented in [2,6], the proposed 

algorithm has a lower complexity. All simulation experiments were implemented 

by Matlab2015b on a PC with the 64-bit Win10 operating system, CPU Intel Core 

Duo E7500 2.93GHZ, and 8G memory. The obtained results are shown in Table 

4. 

Table 4 

Computing time comparison of different methods 

Image Local window radius WR  
Computing time (s) 

Proposed method Reference [6] 

Lena 
20 23.31 

44.92 
24 23.76 

Barb 
20 23.19 

44.32 
24 23.83 
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4.3. Parameters analysis 

The neighboring sample patch [7] is chosen to repair the image using the 

local correlation of the natural image [4,5]. The criterion for determining the local 

window size is that the local widow should provide enough information on the 

local structure and texture to the patch to be repaired. The size of the patch to be 

repaired should be the same as the size of the texture [2], and the local window 

should include as many textures or image structures as possible. 

In order to ensure that sufficient local pixel information is provided, the 

known pixel rate of the repaired image should be greater than 90% [6]. Based on 

this assumption, the area ratio of the patch to be repaired and the local window 

should satisfy the following condition: 05.0)(:)(  pp WSS . Therefore, the 

relationship between the local window radius WR and the radius of a patch to be 

repaired R can be expressed as: 

 RRW 5                                                          (8) 

The neighboring sample patch matching reduces the algorithm’s 

computational complexity. Since the neighboring sample patch set represents a 

subset of the global sample block, the SSD matching degree is not as good as the 

global one in theory. In order to verify the image restoration effect, this paper 

conducts an image restoration experiment using the neighboring sample patch 

matching at different local window radii. The image restoration results are 

presented in Fig. 11, where it can be seen that when the local window radius is 

about 5 to 8 times larger than the sample patch radius, the PSNR value of the 

results is larger, and the restoration effect is better; the experimental result is 

consistent with (8).  

 
Fig. 11. The PSNR at different RRW /  values 
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However, the overall image restoration effect has not improved with the larger 

local window radius, so it is reasonable to use the neighboring sample patch 

matching. In the simulation experiments, the sample patch size was 9 9 , and R


was set to 4. According to (8), 20WR , thus, the local window size was at least 

4141 . 
In the PCA-based neighboring sample patch matching, the top 11 patches 

of the best-matched SSD were taken, so 11=k . The size of the pixel value vector 

was reduced to one dimension point, and the sample patch corresponding to the 

median point was chosen. Although the reduction to one dimension was relatively 

rough, the excellent restoration effect was achieved. 

   

(a) image to be repaired          (b) post processed of reference[15]             (c) proposed method 

Fig. 12. The restoration results comparison with reference [15] 

Recently, the machine learning-based method [15,16] proposes to encode 

the semantic context of an image into a latent feature space by using deep neural 

networks and then generate semantic-coherent patches by generative models. A 

simple inpainting region image restoration results comparison with reference [15] 

is shown in Fig. 12, compared with the machine learning-based method, the 

proposed method is simpler, and it achieves more in the single natural image 

restoration. 

5. Conclusion 

This paper proposes a fast image inpainting algorithm based on the PCA, 

which can extend the main lines of the known region and achieves excellent 

restoration effect for linear structures. The proposed algorithm has low calculation 

complexity, and it can also reduce the generation and diffusion of the wrong 

image structure caused by the sample patch mismatching. 
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The simulation results show that the computational complexity of the 

proposed algorithm is lower, and the visual effect of image restoration is better 

than those of the algorithm presented in [2,6]. When the texture difference 

between the two sides of the repaired area is too large, and the repair area is 

closed, there is a significant area segmentation line in the results of both the 

original algorithm and the proposed algorithm. Therefore, how to avoid the 

generation of region segmentation lines and construct more reasonable priority 

functions, and how to select a suitable sample patch, will be the research direction 

of our future work. 
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